Clustering and Feature Analysis of Smartphone Data for Depression Monitoring
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Abstract—Modern advancements have allowed society to be at the most innovative stages of technology which involves the possibility of multimodal data collection. Dartmouth dataset is a rich dataset collected over 10 weeks from 60 participants. The dataset includes different types of data but this paper focuses on 10 different smartphone sensor data and a Patient Health Questionnaire (PHQ) 9 survey that monitors the severity of depression. This paper extracts key features from smartphone data to identify depression. A multi-view bi-clustering (MVBC) algorithm is applied to categorize homogeneous behaviour subgroups. MVBC takes multiple views of sensing data as input. The algorithm inputs three views: average, trend, and location views. MVBC categorizes the subjects to low, medium and high PHQ-9 scores. Real-world data collection may have fewer sensors, allowing for less features to be extracted. This creates a focus on prioritization of features. In this body of work, minimum redundancy maximum relevance (mRMR) is applied to the sensing features to prioritize the features that better distinguish the different groups. The resulting MVBC are compared to literature to support the categorized clusters. Decision Tree (DT) 10-fold cross validation shows that our method can classify individuals into the correct subgroups using a reduced number of features to achieve an overall accuracy of 94.7±1.62%. Achieving high accuracies with reduced features allows for focus on low power analysis and edge computing applications for long-term mental health monitoring using a smartphone.

I. INTRODUCTION

Depression is a common mental illness that affects more than 264 million people [1]. While, there are many known methods and effective treatment options for mental disorders like depression, approximately 76% and 85% of people in low- and middle-income countries do not receive treatment, respectively [2]. Early detection and treatment of depression, promotes remission, reduces relapse and lowers financial burden of the disease [3]. Having said that, these benefits can be realized thanks to recent technological advancements which have given opportunity to digital phenotyping.

Digital phenotyping is defined as data collection of people’s phenotypes using digital devices. The popularity of digital phenotyping is reflected in the ubiquity of modern smartphones, allowing for collection of geolocation, social media, and other behavioral and physiological recording [4]. Moreover, the adoption of technology is supported by recent studies which have proven the use of smartphone data to extract features for complex computation related to depressive mood [5]. The use of smartphone devices has been widely adopted in various applications, including clinical setting (digital psychiatry) [6] and outside of clinical settings (education, employment, financial services) [7]. Modern smartphones have the ability to collect activity data [8], speech [9], circadian [10] and social interactions [11]. Similar works have incorporated smartphone sensors to classify the severity of depression in individuals. In Masud et al. [12], a dataset composed of 33 subjects from Bangladesh was collected with smartphone and PHQ-9 information. A support vector machine (SVM) classifier was trained using 12 features and achieved an accuracy of 86.4% for prediction of depression levels. Moreover, Farhan et al. [13] used wrapper method and SVM for feature extraction and classification, respectively, for analysis on the StudentLife dataset from Dartmouth [14]. Average, trend, and location matrix views were created from the smartphone sensing data and applied to MVBC to create behaviour subgroups. The key features were then used for a 10-fold SVM classifier to classify the subgroups with an overall accuracy of 87.1%. The study by Grunerbl et al. [15] was based on individuals in psychiatric hospital where participants’ collected the fusion of accelerometer, sound, phone calls and GPS data for detecting mental state change and achieved an accuracy of 76%.

Digital technology has given a new perspective on understanding the relationship between behavior and depression. Although, mental health affects people differently and may fluctuate across time, a method to champion this concern is to use cluster analysis to identify the behavioural subgroups and feature selection for efficient continuous long-term monitoring. This paper aims to identify user subgroups of depression while using reduced features. To validate our work, machine learning (ML) is applied to the data to efficiently and accurately classify the users into the correct subgroups. The works by Farhan et al. [13] and Masud et al. [12] inspired our hypothesis of optimally classifying behavioral subgroups. Our proposed paper replicated [13] methodology with some challenges but achieved an overall higher accuracy with a smaller feature set. MVBC is applied to identify the homogenous clusters of individuals [16],...
which represent subgroups of user behavior indicative of depression, specifically the PHQ-9 score. Followed by the MVBC algorithm, we use mRMR [17] to create an optimal feature. mRMR is a feature selection tool based on the criterion that combines minimal-redundancy and maximal-relevance [18]. The reduced feature set is then applied with a DT classifier due to its lightweight characteristics and effectiveness on small datasets. The effectiveness of the algorithm is evaluated using a publicly available dataset collected from the StudentLife project at the Dartmouth College [14]. The motivation of this work is to reproduce and validate [13], while achieving a better accuracy and improving the effectiveness and efficiency of the ML model. By improving the efficiency, we can promote the application of edge computing for long-term monitoring of mental health using a smartphone. Furthermore, the novelty aspect of this work is the use of a lightweight model that suits real-world needs.

II. DATASET AND METHODS

The dataset used was the Dartmouth StudentLife data [14]. The dataset involves data collection of 60 college students for over 10 weeks. Students would use their smartphones to collect passive and automatic sensing data from built in sensors, self-report surveys and academic performance. This paper focuses only on the 10 sensing data and the PHQ-9 survey. The sensing data include physical activity, audio inferences, conversation inferences, Bluetooth scan, light sensor, global positioning system (GPS), phone charge, phone lock, WiFi, WiFi location. Moreover, PHQ-9 is a questionnaire involving 9 different questions to evaluate the severity of the participant’s depression. The PHQ-9 scale has a 0-27 range with cut-offs values for the diagnosis; from no depression to severe depression. During the experiment, students were required to take an entry and exit questionnaire. Additionally, the sensing features were calculated continuously and automatically throughout the experiment. Each sensor and data had its respective sampling frequency. More information can be found on the Dartmouth StudentLife website [14].

The methodology used is composed of five steps: data pre-processing, feature extraction, clustering, feature ranking and then classification of subjects into the identified user clusters.

1) Pre-processing: During data pre-processing, users that did not complete their second questionnaire questions, also known as the exit survey, would be represented as incomplete data and be removed.

2) Feature Extraction: The feature extraction is composed of three views. These views include the average view, trend view and location view. Each view contains a set of extracted features that can be represented in a matrix.

The average view contains a set of features and is calculated by taking the daily value of the feature and then averaging it over all the days that a participant is enrolled. This view reflects the participant’s overall behavior. A complete list of the features and description can be seen in Table I.

<table>
<thead>
<tr>
<th>Sensor data</th>
<th>Feature description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Activity</td>
<td>( Ax, \bar{Ax}, ) and ( \bar{Ax} ) which represent activities for stationary, walking and running, in a day, respectively.</td>
</tr>
<tr>
<td>Conversation</td>
<td>( Conv_{DG} ) and ( Conv_{DN} ) which represent conversation of total duration and number of conversations, per day, respectively.</td>
</tr>
<tr>
<td>Light</td>
<td>( Dark, \bar{Dark} ) which represent the total duration and number of times when a user is in a dark environment, per day, respectively.</td>
</tr>
<tr>
<td>Audio</td>
<td>( Audio_{q}, Audio_{n}, ) and ( Audio_{v} ) which represent the duration of which user’s are classified as quiet, noisy and voice, per day, respectively.</td>
</tr>
<tr>
<td>Phone lock</td>
<td>( PhoneLock_d ) and ( PhoneLock_c ) which represent the total time for phone lock duration and the number of times phone is locked, per day, respectively.</td>
</tr>
</tbody>
</table>

The trend view is calibrated to determine the variation of several sensors over the period of the study. The trend view includes variation of the following: activity (walking), audio (noise) and conversation duration. To extract the features in trend view, two signal processing techniques were applied to each sensor data. The wavelet transform filter was used to remove noise and maintain the overall trends of the signals. Specifically the Haar wavelet in the transform was used to preserve the peak and trends of a time series curve. Secondly, the filtered signal was fitted to the least squares problem in Eq. 1 where \( \tilde{y}_d \) is the denoised daily-average on the \( d \) day and \( c_1,...,c_4 \) are the parameters \( c_1,...,c_4 \). The features extracted included amplitude (c1), period (c2), phase (c3), and intercept (c4) from each individual’s sensor [19].

\[
\min_{\beta} \sum_d (f(\beta, d) - \tilde{y}_d)^2 \\
\text{subject to } f(\beta, x) = c_1 \sin(\frac{2\pi x}{\beta} + c_3) + c_4
\]

The location view was inspired by previous works which showed a significant correlation between location and depressive mood disorder [5], [20]. The location view involves various perspectives of location using the GPS data. The features in location view is composed of location variance, time in top 3 cluster locations \( l_{c1}, l_{c2}, l_{c3} \), entropy of participant location, normalized entropy, percentage of time a participant is spent at their home, percentage of time a participant is spent moving, and total distance covered. After extracting the features, the three views should represent three matrices.

3) Clustering: Following the three views, the MVBC algorithm is applied to identify homogeneous behavior groups [16]. The objective of the MVBC algorithm is to find subgroups of user behavior, which involves finding the same row clusters from all the views. The algorithm solves an objective function that returns the approximation error with a Frobenius norm of the matrix difference. The details and objective function is further elaborated in [16]. The objective function returns a binary vector and the row clusters that are the same across the different views can be identified as the...
nonzero entries. This resulted in the identification of three clusters.

4) Feature ranking: Followed by the clustering of the subgroups, the mRMR algorithm was used to select a subset of the feature that are most correlated with the classes. mRMR was selected of the 19 feature ranking techniques [17] tested as it extracted the best features to represent the subgroups of behavior. Each feature ranking techniques was tested using the same classifier and the mRMR provided the best performance.

The mRMR is a feature selection algorithm is based on the the minimal (min)-redundancy and maximal (max)-relevance criterion [18]. The goal was to maximize the distance \( \Phi \) between the max-Dependency and min-Redundancy as in equation (2). Maximum dependency is computationally expensive, thus, maximum relevance was introduced as a simpler approximation. Maximum relevance (\( D \)) between the subset of features \( x_i \in S \) and the target class \( c \) was obtained as in equation (3). Redundancy among features was estimated by the MI values between two features. Minimum redundancy \( R \) calculation is provided in equation (4).

\[
\max \Phi(D, R), \Phi = D - R \tag{2}
\]

\[
\max D(S, c), D = \frac{1}{|S|} \sum_{x_i \in S} I(x_i; c) \tag{3}
\]

\[
\min R(S), R = \frac{1}{|S|^2} \sum_{x_i, x_j \in S} I(x_i; x_j) \tag{4}
\]

5) Classification: Classification involved the separability of the subgroups that were identified from the MVBC algorithm. To assess the separability of the subgroups, a 10-fold cross validation DT classifier was constructed. The classifier was chosen due to its simplicity and effectiveness on small datasets. DT is a tree-like model of decisions and analyzes all the possible consequences of a decision. Additionally, the DT classifier was tested on the complete and reduced feature set to verify that the selected features can represent the clusters reasonably well.

### III. Results

After the pre-processing, 38 users from the dataset were used. We use the MVBC algorithm from [16]. The parameters used were given by [13], where the hyperparameters \( s_v^1, s_v^2 \) and \( s_v^3 \) values were set to 5. Furthermore \( s_w \) was set to 9 and 7 for cluster 1 and cluster 2, respectively. After parameter setting, the MVBC algorithm is applied and three clusters were identified, which had 9, 7 and 23 participants, respectively. To see if the clusters are discriminative of the PHQ-9 scores, we visualize the bar plot that present the relative mean values (RMV) of the PHQ-9 scores (average of pre and post) and the features for each of the three clusters. The RMV of the features is the difference between the mean samples in the cluster and mean samples in the entire samples, divided by the standard deviation (STD) of the entire samples. The results for the three views are summarized in Fig. 1.

An observation is that clusters 1, 2, and 3, have high, low and medium PHQ-9 scores, respectively. This observation indicates that MVBC was able to separate the subgroups to be discriminative of PHQ-9 scores. Cluster 1 represents high PHQ-9 score, which indicate more depressive mood disorders, while cluster 2 represent low PHQ-9 score, which do not represent depressive mood disorders. Furthermore, the feature relationship to cluster 1 and 2 are compared. It can be seen in the Fig. 1, that high PHQ-9 scores are associated with high \( \text{Act}_p, \text{Aud}_p, \text{Lock}_p, \text{Cond}_i \), \text{Entropy} \) and low \( \text{ConD}_d, \text{Walk}_p, \text{ConD}_p, \text{ConD}_i, \text{Walk}_i, \text{Move}_\text{percentage} \). The opposite relationship of PHQ-9 scores and respective features are also valid. These feature relationships match the observations reported in [13].

Furthermore, mRMR was applied to rank the key features. The complete feature set have 33 features while the reduced features have 16 features. The number of features was determined to be 16 as it was the optimal number of features without the trade-off of classification accuracy. The reduced feature set includes \( \text{Noise}_s, \text{Act}_w, \text{Walk}_w, \text{Walk}_p, T_i^2, \text{Noise}_a, \text{ConD}_i, \text{Act}_r, \text{Walk}_p, \text{ConD}_p, \text{Aud}_a, \text{Tol}_\text{dist}, \text{T}_3, \text{ConD}_a, \text{Act}_s, \) and \( \text{Conv}_o \).

After clustering using MVBC algorithm, the clusters are labelled accordingly and the reduced feature set was used alongside a DT classifier to validate the separability. A 10-fold cross validation was used to achieve an overall 94.7±1.62% classification accuracy. Additionally, the confusion matrix of the results can be seen in Table II.
TABLE II: Confusion Matrix where C1, C2, and C3, represent Cluster 1, Cluster 2 and Cluster 3, respectively

<table>
<thead>
<tr>
<th>Predicted Classes</th>
<th>Actual Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>C1</td>
</tr>
<tr>
<td>C1</td>
<td>9</td>
</tr>
<tr>
<td>C2</td>
<td>0</td>
</tr>
<tr>
<td>C3</td>
<td>0</td>
</tr>
</tbody>
</table>

IV. DISCUSSION AND CONCLUSION

This paper has presented an approach to identify homogeneous behavioral groups from a publicly available dataset. The MVBC algorithm was applied to the sensing data from the smartphone followed by mRMR feature ranking was used to obtain the rank of the key features. The reduced feature set had a total of 16 features, which is less than half of the complete feature list. Of the reduced feature set, trend view seems to be the most significant as 8 of the 16 features pertain to this view. These features include Noisea, Walka, Walkph, Noisea, ConD1, Walkp, ConDp, and ConDo. To emphasize this point, users with low PHQ score correspond to high Walka and ConD1 and low Walkp. Having a high Walka and ConD1 are indicative of more walking and conversation as the intercept represents the approximate mean value. Walkp corresponds to a low frequency curve, representing a more stable pattern. Lastly, a DT 10-fold cross validation was used to identify the three clusters that are discriminative of PHQ-9 scores. DT was chosen for its ability to handle small datasets and its efficiency. Cross validation was used to create a generalized analysis. The classifier model achieved an overall accuracy of 94.7±1.62%.

The motivation of this work is to replicate and further develop the work in [13]. The novelty aspect includes the effective feature ranking, and emphasis of the trend view to create an efficient and effective ML model.

Due to the high accuracy with the use of a reduced feature set, detection of depression may be done locally on smartphones with future opportunities for low power secured connected healthcare and continuous human activity monitoring applications [21], [22].
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