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Abstract — Video monitoring of the patient position in the intensive care units is complicated by the obstacles covering the patient body. Conventional posture detection algorithms do not work in this case. A reformulation of the posture detection problem for the case as an object detection/image classification problem and the use of recent deep learning techniques allowed us to achieve 94.5% accuracy on a pre-clinical test classifying 4 postures using imagery from an off-the-shelf camera and edge processing, which is a 60% improvement over the result previously known in literature. This in turn allowed us to build a ready for the clinical trials system based on inexpensive off-the-shelf cameras.

Clinical Relevance — A cheap and practical system of automatic video monitoring of bedridden patients allows to minimize the risks of pressure ulcer in ICU.

I. INTRODUCTION

In most cases, a pressure ulcer is a consequence of a failure to comply with the anti-decubitus protocol — a systematic change in body positions of an immobilized patient [1].

Nationally, the U.S. spends somewhere from $3.6 billion to about $26.8 billion a year on treatment costs for pressure ulcers, according to different estimates [2][3][4]. Thus, tools that help hospitals and care providers to comply with the anti-decubitus protocol can be very advantageous.

Here we describe a low-cost, computer-vision-based anti-decubitus protocol execution monitoring solution that can be implemented in an intensive care unit with little or no disruption to the existing workflow. The system identifies that the position of the patient has not changed for too long, and alerts the nursing staff to intervene.

A. Previous work

Various methods have been previously proposed for the monitoring of the anti-decubitus protocol implementation. These include systems from checklists to pressure sensors and computer vision systems.

Computer vision-based methods are the most similar to the purpose of the current work. Most works use the depth cameras, for example, Chang et al. [5] developed a patient monitoring system that detects the postures and monitors the patient activity, Grimm et al. [6] classify three postures with an accuracy of 94%, Li et al. [7] classify 10 postures with 93% accuracy. On the other hand [7] notes that when a quilt was laid on top of the subject, the accuracy was reduced to 89%. Martinez et al. [8] claim that their depth-sensor based Bed-Aligned Map technology delivers 100% accuracy in sleeping position recognition in a 4-class test, which seems to be a deficiency in the experimental setup. Other similar works include Yoshino and Nishimura [9].

Several works use a camera in addition to other sensors. Achilles et al. [10] used both motion capture cameras and a Kinect depth sensor to estimate the patient position under a blanket.

In addition to previously mentioned systems, Liu et al. [11] used a camera with a polarizer in addition to two types of infrared cameras to monitor the size of a pressure ulcer. Liu and Ostadabbas [12] used thermal imaging and achieved pose estimation performance of 98.0% and 96.0% in a living room and in a hospital room, building upon previous work of Liu et al. [13].

The work that is possibly most similar to ours is that by Liu and Ostadabbas [14], but they have used HOG-based approach for classification.

B. Our contribution

We have developed a posture change detection system that can be used in the clinical practice and is currently ready for clinical trials. Unlike known systems, it

- uses a single, off-the-shelf, general-purpose, not a stereo/depth/RGBD, camera;
- uses inexpensive, off-the-shelf IR lighting for night vision;
- processes the video on an edge device with no need to transfer the sensitive personal video data;
- uses classification and object detection approaches instead of the full-blown posture detection;
- achieves 94.5% accuracy on a pre-clinical test, which is a 60% improvement over the results of [14];
- does not degrade the accuracy when the subject is covered by a quilt, bedsheets or medical equipment.

II. SOLUTION APPROACH

A. Dataset

Although there are several public human pose datasets available such as MPII [16], LSP [17], FLIC [15], Buffy [18],...
they are all mainly from scenes such as sports, TV shows, and other daily activities. None of them provides any specific in-bed poses, with the exception of SLP [19], which was not publicly available when this work was started. Thus, we decided to build our own dataset.

The dataset was prepared in collaboration with Yudin Hospital 67, Moscow.

Confidentiality agreements were signed with the hospital and specific patients or their relatives. Two cameras with IR lighting were installed in June 2017 above the beds in the intensive therapy unit, to take pictures every 5 minutes. The photos were collected to a server installed locally in the hospital. All the data were collected and depersonalized in accordance with legislation related to personal and medical data. Photographs not compliant with the above legislation were deleted and the compliant ones were manually transported on a hard drive to the NTR Labs office. Newer cameras were installed instead of the older ones in April 2018, with the same protocol. The cameras were moved several times to different beds to improve the diversity of the dataset.

Data collection was finished in February 2020. The total number of the images collected over 33 months of data collection was 299868. 129886 of them were manually labelled in terms of patient positions by qualified labelers:

- lying on the back 63578,
- on the left side 2554,
- on the right side 2377, and
- half-sitting 3390.

The rest of the images belonged to the two auxiliary classes:

- undefined (say, when the camera was accidentally moved by personnel to miss the bed) 39706
- empty bed 16281

B. Algorithmic approach

Dataset images depict patients typically covered with bedspread and/or medical equipment. Pose estimation approaches do not work well in these cases. Due to the concerns above, we have chosen to use classification and object detection approaches to monitor potential pressure ulcer protocol violations instead of full-blown pose detection.

The dataset is highly imbalanced, with “lying on the back” class dominating. The problem of the data imbalance was solved by excluding a large part of the dominant class from the training process.

Cameras took a shot every 5 minutes, and the patients are immobilized, so the consecutive frames are often very similar. Most of the duplicates were excluded from the training process as well.

Position classification pipeline is based on the EfficientNet [20] family of neural network architectures, known for good recognition quality. In addition, the smallest versions of EfficientNet are lightweight enough to be ported to the edge devices.

The recognition pipeline consists of two major parts. First, we detect the location of a patient (bounding box) on the image using EfficientDet [21]. It allows us to eliminate the dependence on the environment at the classification stage. Detector and classifier are combined into a single model.

Often the position of a patient does not change significantly between the shots. It means that consecutive frames are codependent. This fact was used to improve the reliability of classification. Frame sequences were split into series of five frames each. Then the model processes five frames in a single pass. It allows the model to use the frame codependency information and removes the classification jitter.

C. Training pipeline

The detector part of the model is a TensorFlow [22] implementation of EfficientDet.

We have used models pretrained on MS COCO dataset [23] and trained on a server with two NVIDIA K80 GPUs for at most 50 epochs. The optimization algorithm used was Adam with custom learning rate, including warmup [24] stage. The training chart is depicted on the Figure 1 below.

![Figure 1. The training chart.](image_url)

We have used a large assortment of data augmentation techniques provided by the Albumentations library [25]:

- Random horizontal/vertical flip
- Random rotate
- Color conversion
- Blur
- Noise
- Affine transformation

D. System architecture

The system architecture consists of:

- a “smart” Odroid-based edge device running Android operating system, with a camera, processor, permanent storage (flash memory), an appropriate lens and IR lighting source
- camera tripod system on the bed to mount the device
- server connected with the edge device with a TCP/IP network, so that it can gather the data from the edge devices
- web interface for system administration
• a messaging subsystem to alert the nursing staff that a patient’s position has not changed for too long and a corrective action needs to be taken.

The camera of the edge device takes a shot often, and the neural network on the edge device recognizes the patient's position and sends the information about it to the server. This signal is processed on the server - a graph of the patient positions is formed in the admin panel and, if a decubitus protocol is violated, a message is sent to alert the personnel in charge.

The system is designed to respect medical confidentiality and patient privacy. Therefore, the processing of photos takes place directly on the edge devices, the photos are not stored anywhere and are not transferred to the server.

Neural network model is executed directly on the edge device running Android and is packaged into a Java app. For that purpose the model is converted to the tflite format via TensorFlow Lite library [26]. The resulting model size is approximately 35MB.

E. User interface

A web-based user interface is available to the hospital staff. In the administrator mode, both the network training functionality (including the management of image labelling) and the patient monitoring interfaces are available.

The administrator user interface provides access to the list of devices installed. By default, each edge device recognizes the position once in a specified period. The frequency can be adjusted on the device itself. Each device can be associated with a hospital name, room and a patient ID.

The details of the patient monitoring protocol, including the time the patient should stay in the same position for the system to issue an alert to the nursing staff, can also be adjusted using the administrator user interface.

For each specific device, a responsible person can see the graph of the patient's position change for the selected interval - day, week, month, or a custom time interval. This helps to keep track of stats.

III. PRE-ClinICAL TEST RESULTS

Patients that were not included into the validation or training sets were included into the test set. The test consisted of the following number of pictures of patients in the classes:

- Lying on the back 1129
- On the left side 157
- On the right side 99
- Half-sitting 42
- Undefined 76
- Empty bed 35

Our model achieved 94.5% accuracy on the test set. Figure 2 below displays the confusion matrix for the target classes.

Figure 2. Test set confusion matrix.

IV. DISCUSSION

With the advent of COVID-19, the intensive care units are facing new challenges and adopting new guidelines and protocols. Prone positioning have been found to significantly improve ventilation in patients with COVID-19 associated respiratory failure [27]. Thus, our nearest goal is to extend the dataset and achieve comparable accuracy for the prone position.

The intensity of pressure ulcer prevention depends on the severity of microcirculation disorders and skin temperature [28]. Some protocols take these parameters into account, and one of the future directions is to integrate these externally available parameters into the monitoring system.

Still, our main achievement is still the reformulation of the posture detection problem for the immobilized patients in the intensive care units as an object detection/image classification problem and the use of recent deep learning techniques. The above approach allowed us to achieve 94.5% accuracy on a pre-clinical test classifying 4 postures using imagery from an off-the-shelf camera and edge processing, which is a 60% improvement over the result previously known in literature.

This in turn allowed us to build a ready for the clinical trials system based on inexpensive off-the-shelf cameras.
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