Thammasat-NECTEC-Chula’s Thai Language and Cognition Assessment (TLCA): The Thai Alzheimer’s and Mild Cognitive Impairment Screening Test

A. Munthuli, S. Vongsurakrai, T. Anansiripinyo, V. Ellermann, K. Sroykhumpa, C. Onsuwan, P. Chutchetpong, S. Hemrungrojn, K. Kosawat, and C. Tantibundhit*

Abstract—Thammasat-NECTEC-Chula’s Thai Language and Cognition Assessment (TLCA) is a cognitive paper-based test consisting of 21 tasks that cover 3 domains: memory, language, and other cognitive abilities. The TLCA follows some aspects of the existing tests (Thai Addenbrooke’s Cognitive Examination-Revised (Thai-ACE-R) and the Thai Montreal Cognitive Assessment Test (Thai-MoCA)) and many parts were reconstructed to be more adapted to the Thai culture. Data obtained from the test will be able to precisely distinguish between patients with Mild Cognitive Impairment (MCI), Alzheimer’s Disease (AD), and Normal healthy Controls (NC). The TLCA was tested on 90 participants (32 on the paper-based version and 58 on the computerized version) using a scoring procedure and speech features from verbal responses with machine learning classification. The scoring results showed significant difference between non-AD (NC + MCI) vs AD participants in 3 domains and could differentiate between NC and MCI, while machine classification could classify in three settings: NC vs non-NC (MCI + AD), AD vs non-AD and NC vs MCI vs AD. These promising results suggest that TLCA could be further verified and used as an efficient assessment in MCI and AD screening for Thais.

Clinical relevance—The speech feature analysis of TLCA showed promising result for screening MCI and AD for Thais.

I. INTRODUCTION

The world’s population is transitioning into an aging society. Between 2000 and 2050, the world population that is above 60 years is predicted to double [1]. With this increase in the elderly population, a concerning hurdle must be solved: the increase in prevalence of dementia. Global prevalence of this dementia for adult ages above 60 is approximately 5—7% while the prevalence is more than 50% for people aged 90 or above [2]. Alzheimer’s disease (AD) is the most common type of dementia, with symptoms including memory loss, cognitive deterioration, and behavioral impairments. In addition, AD may include patients suffering Mild Cognitive Impairment (MCI) [3]. Although there is no known cure for AD, the progression of the disease can be delayed if given the appropriate treatment. As a result, an early and accurate diagnosis of AD is crucial for patients, as it enables them to start an early treatment before the symptoms progress towards critical stages [4].

Current clinical approach to the diagnosis of AD revolves around the use of brain-imaging analysis tests such as magnetic resonance imaging, computed tomography, and positron emission tomography scans [5]. However, these methods are complicated, expensive, and require specialized personnel, which make them inconvenient in low and middle-income countries. While neuropsychological tests such as Mini Mental State Examination (MMSE) [6], Addenbrooke’s Cognitive Examination-III (ACE-III) [7], and Montreal Cognitive Assessment Test (MoCA) [8] can also be used, these examinations still require specific technicians and are extremely time consuming. Therefore, a diagnosis method that is inexpensive, accurate, and fast is still needed.

In recent years, there has been a shift towards the use of spoken language features as a marker of AD as it has been shown that AD affects the use of language in a variety of ways [9], such as the reduction in lexical content, fluency, semantic content, and syntactic complexity [10], [11]. This promising use of language features as a viable marker for AD combined with the improvement of powerful computational linguistic tools has resulted in new diagnostic methods such as the Automated Spontaneous Speech Analysis [12]. These techniques involve an extraction of features from speech samples for machine learning classification algorithm to distinguish between Normal healthy Controls (NC) and AD patients. A study done by Thomas et al. [13] employed a “common n-grams” approach to classify English spontaneous speech samples from ADs. The proposed method was able to distinguish between NCs and ADs with an accuracy of 94.5%, and between NC and MCI patients with an accuracy of 75.3%. Another study by Habash and Guinn [14] used English conversational speech samples from 31 ADs and 57 NCs and achieved the best accuracy of 79.5% by measuring pauses, repetition of words, and incomplete enumeration of words.

Linguistic and text-based features have also been explored by various studies based on the use of acoustic and prosodic features [8], [15], [16]. Meilan et al. [15] studied 30 ADs and 36 NCs reading a relatively long paragraph. Their results revealed that acoustic features, primarily the percentage of voiceless segments in patients’ speech, was strongly related...
to AD. Weiner et al. [16] conducted a speech-based detection for German conversation and based the machine learning classification algorithm on acoustic features revolving around the statistical relationship between silence and transcription segments such as mean silence duration, silence rate, and word rate. The linear discriminant analysis classification system implemented was found to give an accuracy of 85.7%.

Despite these advancements in methods of diagnosing AD, there is still a huge research gap as these computational methods are not applicable to the Thai population due to the fact that their primary language is Thai—a language that is linguistically and semantically different, compared to English [17]. As a result, diagnosis of AD in Thailand still relies on conventional methods and standardized examinations such as the Thai MoCA (Thai-MoCA) [18] and the Thai ACE-III (Thai-ACE-III) [19]. This is extremely problematic in Thailand, especially in the rural regions, where AD patients far outnumber medical specialists and diagnostic equipment are lacking. Because of this, many Thais are left unaware of their condition, resulting in the inevitable progression of the disease.

This study aims to develop a new paper-based test namely TLCA that conforms to the Thai language and an algorithm that can automatically screen for AD and MCI using patient’s verbal responses to TLCA. By automating the process, this study hopes to create a simple, fast, and accurate screening tool of AD and MCI that can be used anywhere especially in rural areas, where well-trained medical staff is not available or is very limited. This may solve the expensive nature of conventional examinations, which have been a major hurdle in Thailand.

II. DEVELOPMENT OF TLCA

In medical service, there are effective paper-based screening tools that can identify between AD, MCI, and healthy patients such as Addenbrooke’s Cognitive Examination-Revised (ACE-R) [20] (the previous version of ACE-III [7]) and MoCA [21]. However, most of them are designed for the English-speaking population. Although there are many attempts to translate these tests to various languages, including Thai, the difference in culture and language aspects makes these tests (Thai-ACE-R, translated from ACE-R [20], and Thai-MoCA [18]) unsuitable for Thai patients. Therefore, we intend to develop a Thai paper-based test that adheres to the Thai language and culture.

A. Thai Standard Screening Tools

Thai-ACE-R consists of 18 tasks, while Thai-MoCA contains 10 tasks. The tasks in each test can be grouped into 3 domains: memory, language, and other cognitive abilities as shown in Table 1. By comparing the proportion of domains between each screening tool, it shows that Thai-ACE-R contains 14.05% memory, 50.00% language, and 35.95% cognition while Thai-MoCA consists of 9.08% memory, 31.82% language, and 59.10% cognition. Moreover, the proportion of the newly created test, TLCA, is also shown in Table 1, including 13.75% memory, 50.00% language, and 36.25% cognition. Apparently, Thai-ACE-R and TLCA gives higher priority to the language domain. However, the language tasks in TLCA are of more variety.

B. TLCA

TLCA has been adapted and developed from Thai-ACE-R and Thai-MoCA with newly created items. The proportion of
the newly created tasks in TLCA is 15.40%, while 15.87% is adapted from Thai-ACE-R, and some parts of Thai-MoCA, while 68.73% followed Thai-ACE-R. Some parts of Thai-MoCA and Thai-MoCA-B also included [22]. The differences in detail of each task in TLCA compared to Thai-ACE-R and Thai-MoCA are shown in Table 2. Note that the last column in Table 2 combines the information about Thai-ACE-R and Thai-MoCA, where the details of Thai-MoCA are presented in italics.

Most tasks created and reorganized are related to the areas of language and culture. As we prioritize language features for screening MCI and AD, we separately introduced another linguistic test by creating a picture description task [23] in order to get data in the form of spontaneous speech. This task consists of two scenario pictures that are appropriate for the Thai context. Participants were asked to describe the information as much as they could provide.

Another task which was redesigned is Language Naming (LN) task. In this task, participants were asked to name objects presented in the picture. The task consists of 12 pictures: 6 pictures are from ACE-R; 3 pictures were redesigned based on ACE-R; and 3 pictures were newly created to conform to the Thai culture. A picture of an owl (Fig. 1a) “นกฮูก” was created to replace the picture of a penguin in ACE-R, since penguin is not commonly seen in a tropical country like Thailand. Moreover, an orchid and a crown in ACE-R were substituted by a glazed water jar with dragon patterns “โอ่ง” (Fig. 1b)) and a Thai theatrical crown “งี้” (Fig. 1c)); these objects are more familiar for the Thais.

In addition, in the Perceptual Abilities (PA) task, participants were asked to name Thai alphabets, presented in an incomplete form. This task contains 6 items: 4 were from Thai-ACE-R and 2 were newly developed to make the test cover 3 categories of the Thai alphabets: consonant, vowel, and tone. Figure 1 shows some of these items: d) is a consonant symbol “ข” named “ต่ง” that was redesigned from Thai-ACE-R; e) is a vowel symbol “แ” named “สา” that was created to replace the picture of a penguin in ACE-R, since penguin is not commonly seen in a tropical country like Thailand. Moreover, an orchid and a crown in ACE-R were substituted by a glazed water jar with dragon patterns “โอ่ง” and a Thai theatrical crown “งี้”; these objects are more familiar for the Thais.

Moreover, in the Language Reading (LRD) task, participants were asked to read aloud words. This task is made up of 6 words that were newly selected, i.e., “ฤกษ์” ‘auspicious time’, “สระใอไม้ม้วน” ‘stamp’, “สระใอไม้ม้วน’ quarter of a baht’, “สระใอไม้ม้วน” ‘banyan tree’, “สระใอไม้ม้วน” ‘womb’, and “สระใอไม้ม้วน” ‘yard’.

III. DATA COLLECTION

A. Participants

Ninety people (32 from the paper-based and 58 from the computerized version) who are natively Thai participated in this study. They were classified into 3 groups: NCs (30) divided into 23 females and 7 males, with an average age of 65.80 ± 4.12 (mean ± SD), MCIIs, (30) divided into 17 females and 13 males, with an average age of 71.87 ± 6.34 (mean ± SD), and ADs, (30) divided into 17 females and 13 males, with an average age of 71.17 ± 7.25 (mean ± SD). All of the participants were diagnosed by a team of psychiatrists from the Department of Psychiatry, Faculty of Medicine, Chulalongkorn University. More importantly, this study was conducted under the institutional review board (IRB) review and approval from Chulalongkorn Memorial Hospital no. 206/59.

B. Experimental Procedures

Participants were asked to perform paper-based or computer-based TLCA (chose one of the formats) their speaking, writing, and practicing abilities. Participants might assign to perform either the paper-based or computerized version but not both. The test consists of 21 tasks divided into 16 speech-related tasks and 5 non-speech related tasks. The answers were recorded in 2 forms, sound recording and manual scoring by researchers. The experiment was held individually in a quiet room at Cognitive Fitness Center, Chulalongkorn Memorial Hospital to control the participants’ sound quality. The test took 30 to 60 minutes depending on individual performance.
C. Data Statistic of Task Scores

A two-factor balanced Analysis of Variance (ANOVA) was conducted with scoring from 90 participants to examine the effects of the factor “subject types” between NCs, MCI, and ADs (called TYPE) and the factors “domains” between memory, language, and other cognition (called DOM). The results from the individual factor of TYPE revealed that there is a significant difference \( F(2, 89) = 6.14, p < 0.05 \), where non-ADs are different from ADs. The highest performance came from the group of NCs followed by MCI, then ADs by the factor DOM (as illustrated in Fig. 2). The results from the interaction between the effects of TYPE × DOM also show significant difference \( F(4, 89) = 2.42, p = 0.054 \) conveying that the trends of classification between NCs vs MCI vs ADs for each domain are not different. Figure 2 illustrates that for the memory domain, there is the same trend in each group, where non-ADs vs ADs are varied while there is no difference within the group of non-ADs.

IV. SPEECH DATA FOR MACHINE LEARNING

A. Speech Materials

Spontaneous speech data from 90 participants were collected. Although the sound environment was controlled, the data still had some background noise and long periods of silence that reflects the real situation. The recorded materials were separated into 21 segments according to the number of tasks in TLCA. The participants’ verbal responses elicited from the relevant tasks result in a total of 1,440 sound files (90 participants × 16 tasks). These 16 speech-related tasks include REG, REC, AM, RM, REC2, REC3, VF, LRP, LN, LRD, VDA, VDA2, ORI, AC, PA, and PA2.

B. Feature Extraction and Classification

Verbal responses were selected to perform an automatic feature extraction based on speech signal using the Emobase feature set [24] from openSMILE [25]. These sets consisted of 988 features derived from 19 functionals of 26 low-level-descriptors (e.g., intensity, loudness, Mel-Frequency Cepstral Coefficients (MFCCs), Zero Crossing Rate (ZCR), etc.) with their delta regression coefficients. The data from feature extraction result in 988 features of 1,440 files in Attribute-Relation File Format (ARFF). These features from the 16 tasks were then combined into a single ARFF file for each participant (90 participants × 16 tasks). The attributes from feature extraction were then analyzed with machine learning using the 5-fold cross-validation technique with hold-out data. The data obtained were randomly split into 75 participants for cross-validation (15 participants for each fold with an equal ratio of NC, MCI, and AD) and 15 hold-out participants with equal ratio of NC, MCI, and AD for testing.

To analyze speech features for machine learning classification, the feature selection process is crucial for obtaining accurate results. Feature selection was performed using correlation-based feature selection along with the best-first search method by searching subspace using greedy hill climbing augmented with a backtracking facility [26] to get the more reliable features for each data set. The experiments were performed to find the most effective set of features for AD screening by dividing experiment into 3 settings: 1) NC vs MCI vs AD, 2) NC vs non-NC (MCI and AD), and 3) non-AD vs AD. Then, the classification process was performed using Scikit-learn, machine learning in Python, with 6 classifiers: Linear Discriminant Analysis (LDA), Support Vector Classification (SVC), Logistic Regression (LR), Adaptive Boosting (AdaBoost), Random Forest (RF), and Multi-Layer Perceptron (MLP) [27].

V. EXPERIMENTAL RESULTS

In order to determine the performance difference of NC, MCI or AD participants, transcription data from 135 participants were evaluated from both paper-based and computerized versions. Statistical results suggest that the test can be used to classify patients accurately. Every domain has the same trend for classifying between NC vs MCI vs AD \( F(4, 89) = 2.42, p = 0.054 \), but NCs and MCI were not classified. However, there is a significant difference between non-ADs vs ADs in the scoring results \( F(2, 89) = 6.14, p < 0.05 \). The results from the scoring were conforming with the assumption that NCs generally have the highest performance, followed by MCI and ADs, respectively. However, the results are unable to differentiate between NC and MCI patients.

Participants’ verbal responses were analyzed with machine learning classification models using the 5-fold cross-validation method. Table 3 shows the selected model and number of validation folds that yields the highest Area Under the Receiver operating characteristic Curve (AUC) among 30 models (number of folds × models = 5×6 = 30). The results were 1) NC vs non-NC setting of MLP classifier (fold 4) with AUC of 0.94, 2) AD vs non-AD of RF classifier (fold 2) with AUC of 0.94, and 3) NC vs MCI vs AD of LR classifier (fold 1) with AUC of class NC of 1.00, MCI of 0.94, and AD of 1.00.

The sensitivity, specificity, and accuracy of the best-performing classifier from 6 classifiers stated earlier are compared between 3 settings of feature selection. As shown in Table 3, the classification of NC vs non-NC model and AD vs non-AD model have similar results and the misclassification from both NC vs non-NC and AD vs non-AD participants came from MCI. The NC vs MCI vs AD model was perfectly accurate for all participants in the three classes. Unless the results from speech features are different from ANOVA results in scoring method, the misclassification from both NC vs non-NC model and AD vs non-AD show agreement that MCI tends to be misclassified from NC rather than AD participants.

| TABLE III: Results from the best validation of each settings. |
|-----------------|-----------------|-----------------|
| Classifier      | NC vs MCI vs AD | NC vs MCI vs AD |
| Non-NC          | RF              | LR              |
| AD              | (fold 4)        | (fold 1)        |
| Sensitivity (%) | 0.94            | 0.94            |
| Specificity (%) | 83.33           | 83.33           |
| Accuracy (%)    | 93.33           | 93.33           |

| Best AUC        | 0.94            | 1.00            |
| Sensitivity (%) | 100.00          | 100.00          |
| Specificity (%) | 100.00          | 100.00          |
| Accuracy (%)    | 100.00          | 100.00          |
VI. DISCUSSIONS AND FUTURE WORK

The new memory, language, and cognition assessment or TLCA that conforms to the Thai language was designed to screen Thai patients with AD and MCI. TLCA consists of 21 tasks, focusing on 3 domains, which are memory, language, and other cognition abilities. This test can be used to elicit the differences of language usage between Thai AD patients and non-AD patients.

Verbal responses from the 16 tasks that elicit various speech signal features revealed that MCI can be classified through speech feature analysis. The three test settings of NC vs non-NC, AD vs non-AD, and NC vs MCI vs AD were performed and showed promising results. Although most of the misclassifications came from MCI (misclassification between NC vs MCI and MCI vs AD), the results showed that speech features from the verbal responses can be used to distinguish between NC vs MCI vs AD. A combination of scoring method and verbal response (with speech signal features) can be efficiently used for screening NCs, MCI, and ADs. It is noteworthy that in every group of NC, MCI, and AD, the number of hold-out participants was five, as the number of participants is limited.

In the future, we intend to increase the number of participants and also take additional characteristics into account such as age, gender, educational level, and occupation. Furthermore, the reliability and validity of the TLCA and other standard screening tests will be evaluated, and more acoustic features will be explored, which might be relevant for classification of MCI patients. Finally, we will apply the automatic speech recognition system to convert speech into text to develop an automatic scoring system in the next phase.
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