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Abstract— This paper proposes a secure image encryption
process using chaotic hyperbolic partial differential equations
(PDE) systems synchronization. Using an innovative invertible
transform, we design a sensitive observer for an original chaotic
system with an increased number of encryption keys. It achieves
finite-time stabilization of the error system. Therefore, using
the observation data sent by the transmitter, the receiver
can synchronize the chaotic observer PDE system. From the
encrypted data and observer state, we can then reconstruct the
original data. An analytical key sensitivity analysis is illustrated
in simulations. Unlike classical approaches, the observer system
must be the less robust: the more sensitive it is to a variation of
the system’s parameters, the more secure the cryptosystem will
be. Different modulation strategies based on the synchronized
chaotic states are proposed. Their robustness to basic crypto-
attacks is assessed on a simple test case.

I. INTRODUCTION

With the development of new services in the last decades,
global IP traffic has skyrocketed, mainly due to increased
video traffic. With a parallel increase in cyberattacks, there
is an urge for secure communication methods, particularly for
image data. Transmitting image flows securely poses several
problems. Due to the inherent properties of their structure
(high redundancy, correlation between pixels), classical en-
cryption procedures such as the Advanced Encryption Stan-
dard (AES) are not suitable [31]. Moreover, the cryptosys-
tem must be computationally efficient to allow secure real-
time image flow transmission (video encryption). Methods
based on chaotic systems offer an alternative approach. Such
systems can generate random-like time series, though these
are fully deterministic. The readable data is then converted
into an unrecognizable form, using the chaotic time-series
to shuffle or modify the pixels [7], [28], [4]. The encrypted
data is transmitted while preventing an unauthorized party
from getting valuable information. The receiver uses his own
chaotic system, synchronized using observation data sent by
the transmitter, to recover the chaotic trajectories [13], [15].
He can then apply a decryption algorithm to recover the
original image. The encryption keys of finite-dimensional
chaotic systems are usually the initial conditions, to which
the generated time-series are very sensitive. Since their
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number is limited, the complexity and security level of
resulting cryptosystems was questioned [16].

A natural extension to generate more complex chaotic
trajectories is to use infinite dimensional systems [25], [30].
Spatiotemporal chaotic systems can be modeled by coupled-
map lattices obtained from local nonlinear dynamics and
spatial diffusion [12], [25] or Partial Differential Equations
(PDE) [30]. In particular, secure communication methods
can be based on first-order hyperbolic PDE systems derived
from wave-like equations [14]. Chaos can be obtained by
adding nonlinear boundary reflection terms [24], such as van
der Pol type boundary conditions [6], [5]. Secure commu-
nication systems based on synchronizing different chaotic
vibrations of wave-like equations were proposed in [22],
[23]. Interestingly, synchronization of chaotic hyperbolic
PDE systems can also be obtained using observer designs
[10]. In more recent works [21], [20], backstepping based
Luenberger-type observers were proposed for such systems.
They were designed to finite-time stabilize the error system,
resulting into the synchronization of the original hyperbolic
PDE system (transmitter) and the observer system (receiver).
In this work, we extend previous results by considering
additional couplings in the original chaotic PDE system. This
additional complexity allows for better chaotic properties
(such as higher Lyapunov exponents), and therefore higher
speed of the encryption process [18]. Moreover, this also
enlarges the key space and therefore considerably augments
the security level of the resulting cryptosystem.

Secure communication of images using chaotic systems
is still an active area of research [8], [31]. However, there
still lacks a performance comparison of existing encryption
strategies and the observer sensitivity with parameter uncer-
tainties has not been studied. In this paper, we also aim
to provide methodological hints for security assessment of
chaotic PDE based cryptosystems. The interest of several
chaos-based cryptosystems is questioned using a key analysis
and classical indicators. In particular, the sensitivity of the
proposed observer to encryption keys and its impact on
image decryption is investigated.

Notations: We define S = [0,1]2 the unit square and the
two subparts T + = {(x,y) ∈ S | 0 ≤ 1− x ≤ y ≤ 1} and
T − = {(x,y) ∈ S | 0 ≤ y ≤ 1− x ≤ 1}.

II. SYSTEM UNDER CONSIDERATION

In this section, we present the two chaotic hyperbolic
PDE systems further used for secured image encryption.
The first system (transmitter) generates chaotic time series
used to encrypt the information contained in the image. The
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second one (receiver) is a Luenberger-type observer. It is
synchronized with the first one using observation data.

A. Chaotic hyperbolic PDE system (transmitter)
1) New chaotic system with additional distributed keys:

In this paper, we consider the 2×2 hyperbolic PDE system
of states (u,v) ∈C0([0,T ],L2(0,1)2), satisfying

∂u
∂ t =

∂u
∂x +σu(x)u(t,x),

∂v
∂ t =− ∂v

∂x +σv(x)v(t,x),
u(t,1) = Fa,b(v(t,1))+

∫ 1
0 α(x)v(t,x)dx,

v(t,0) = κu(t,0)+
∫ 1

0 β (x)u(t,x)dx,

(1)

with σu,σv ∈C0([0,1],R), and α,β ∈C1([0,1],R). We have
the following assumption

Assumption 1: The encryption keys satisfy
1) 0 < a < 1, b > 0,
2) β (1) = α(0) = 0.

The coupling function Fa,b is defined implicitly as

∀v ∈ R, u = Fa,b(v)⇔ b(u− v)3 +(1−a)(u− v)+2v = 0.

Under the first condition of Assumption 1, this function is
well-defined [11]. It is obtained from a van der Pol self-
regulating boundary condition for the corresponding wave-
like equation [5]. The chaotic properties of this system were
studied in [18]. The initial conditions u0(x)= u(0,x), v0(x)=
v(0,x) ∈ H1([0,1],R) satisfy{

u0(1) = Fa,b(v0(1))+
∫ 1

0 α(x)v0(x)dx,
v0(0) = κu0(0)+

∫ 1
0 β (x)u0(x)dx.

(2)

2) Well-posedness of the proposed system: We have the
following theorem

Theorem 1: For all (u0,v0) ∈ H1([0,1],R2) satisfying the
compatibility conditions (2), the system (1) admits a weak
solution (u(t, ·),v(t, ·)) ∈ L2([0,1],R2), for all t ≥ 0.

Proof: Exponential change of variables: To simplify the
well-posedness analysis of (1), we can first apply an expo-
nential change of variables to get rid of in-domain coupling
terms σu,σv. We define ū(t,x) = e−

∫ 1
x σu(s)dsu(t,x), v̄(t,x) =

e
∫ 1

x σv(s)dsv(t,x), which satisfy
∂

∂ t ū(t,x)− ∂

∂x ū(t,x) = 0,
∂

∂ t v̄(t,x)+ ∂

∂x v̄(t,x) = 0,
ū(t,1) = Fa,b(v̄(t,1))+

∫ 1
0 ᾱ(x)v̄(t,x)dx,

v̄(t,0) = κ̄ ū(t,0)+
∫ 1

0 β̄ (x)ū(t,x)dx,

(3)

with ᾱ(x) = α(x)e−
∫ 1

x σv(s)ds, β̄ (x) = e
∫ 1

0 σv(s)dsβ (x)e
∫ 1

x σu(s)ds

and κ̄ = e
∫ 1

0 σv(s)+σu(s)dsκ .
Method of characteristics: Using the method of characteris-
tics, we now express (ū(t,x), v̄(t,x)) the solution of (3) as
a function of the initial conditions and ū(·,1), in particular
for t ∈ [0,2]. We then show that ū(·,1) satisfies a Volterra
equation of the second kind, which admits a unique square
integrable solution [29]. Following the characteristic lines
X(s) = x± s, T (s) = t − s, we have the following solutions
for x ∈ [0,1] and t ∈ [0,2]:

ū(t,x) =
{

ū0(t + x), if 0 ≤ t < 1− x,
ū(t − (1− x),1), else (4)

v̄(t,x) =


v̄0(x− t), if 0 ≤ t < x,∫ 1

0 β̄ (s)
(
1[x,1+x−s](t)ū0(t − x+ s)

+ 1[1+x−s,2](t)ū(t − x+ s−1,1)
)

ds
+κ̄

(
1[x,1+x](t)ū0(t − x)

+ 1[1+x,2](t)ū(t − x−1,1)
)
, else.

(5)

Using the above equations and the boundary conditions in
x = 1, we show that ū(t,1) satisfies

ū(t,1) = Fa,b(v̄(t,1))+
∫ 1

0
ᾱ(x)v̄(x)dx,

= Fa,b

(
1[0,1](t)v̄0(1− t)+

∫ 1

0
β̄ (s)(1[1,2−s](t)ū0(t −1+ s)

+1[2−s,2](t)ū(t + s−2,1)ds+ κ̄1[1,2](t)ū0(t −1)
)

+
∫ 1

0
ᾱ(s)

(
1[0,s](t)v̄0(s− t)+

∫ 1

0
β̄ (ν)(1[s,1+s−ν ](t)×

ū0(t − s+ν)+1[1+s−ν ,2](t)ū(t −1− s+ν ,1)dν
)

ds

+
∫ 1

0
ᾱ(s)κ̄

(
1[s,1+s](t)ū0(t − s)+1[1+s,2](t)ū(t − s−1,1)

)
ds.

From there, using several changes of variables in the integral
terms, we can define the boundary term for all t ∈ [0,2] by

ū(t,1) = Fa,b(v̄0(1− t))+
∫ 1−t

0
ᾱ(θ + t)v̄0(θ)dθ

+
∫ t+1

t
(
∫ t−θ+1

0
ᾱ(s)β̄ (θ + s− t)ds)ū0(θ)dθ

+ κ̄

∫ t

t−1
ᾱ(t −θ)ū0(θ)dθ , ∀ t ∈ [0,1], (6)

ū(t,1) = Fa,b

(∫ 1

t−1
β̄ (θ +1− t)ū0(θ)dθ

+
∫ t−1

0
β̄ (θ − t +2)ū(θ ,1)dθ + κ̄ ū0(t −1)

)
+

∫ t

t−1
(
∫ t−θ

0
ᾱ(s)β̄ (θ + s− t +1)ds)ū(θ ,1)dθ

+
∫ t−1

0
(
∫ 1

t−1−θ

ᾱ(s)β̄ (θ + s− t +1)ds)ū(θ ,1)dθ

+ κ̄

∫ t−1

0
ᾱ(t −θ −1)ū(θ ,1)dθ , ∀ t ∈ (1,2]. (7)

Using (6), we can rewrite the second integral term in Fa,b as
a function of the initial conditions (ū0, v̄0), and define

f0[ū0, v̄0](θ) = Fa,b(v̄0(1−θ))+
∫ 1−θ

0
ᾱ(θ + s)v̄0(s)ds

+
∫

θ+1

θ

(
∫

θ−s+1

0
ᾱ(ν)β̄ (ν + s−θ)dν)ū0(s)ds

+ κ̄

∫ t

θ−1
ᾱ(θ − s)ū0(s)ds.

Therefore, ū(·,1) is defined for t ∈ (1,2] as the solution of
the Volterra equation of the second kind

ū(·,1)−
∫ t

0
N(θ , t)ū(θ ,1)dθ = F (ū0, v̄0), (8)

with N(·, ·) defined on [0,1]× [1,2] by

N(θ , t) = 1[t−1,1](θ)

(∫ t−θ

0
ᾱ(s)β̄ (θ + s− t +1)ds

)
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+1[0,t−1](θ)
(

κ̄ᾱ(t −θ −1)+
∫ 1

t−1−θ

ᾱ(s)β̄ (θ + s− t +1)ds
)
,

and the nonlinear function F : L2([0,1],R2)→ L2([1,2],R)
defined by

F (ū0, v̄0) = Fa,b

(∫ 1

t−1
β̄ (θ +1− t)ū0(θ)dθ

+
∫ t−1

0
β̄ (θ − t +2) f0[ū0, v̄0](θ)dθ + κ̄ ū0(t −1)

)
.

The well-posedness of the Volterra equation of the second
type (8) [1] guarantees the existence of a unique solution
verifying ū(·,1) ∈ L2((−2,0];R) for a source term and
initial conditions in the proper functional space. From the
expression (4)-(5), it follows that there exists a unique weak
solution (ū(t,x), v̄(t,x)) to system (3). Using the inverse
change of variables, it directly follows that there exists a
unique weak solution (u(t,x),v(t,x)) to the original system
(1).
System (1) is an extension to [21], [20] which only con-
sidered boundary couplings of the form v(t,0) = κu(t,0).
Adding in-domain couplings σu,σv and integral couplings
allow to enlarge the key space.

B. Chaotic Observer system (receiver)
1) Luenberger-type observer system: Our objective is to

construct a sensitive observer system to estimate the states
(u(t,x),v(t,x)), using the observation data Y (t) = v(t,1).
Following [19], we propose a classical Luenberger-type ob-
server system, as a copy of the dynamics (1) with additional
output injection terms of gains f ,g. The observer states
(û(t,x), v̂(t,x)) satisfy

∂ û
∂ t =

∂ û
∂x +σu(x)û(t,x)+ f (x)(v̂(t,1)−Y (t)),

∂ v̂
∂ t =− ∂ v̂

∂x +σv(x)v̂(t,x)+g(x)(v̂(t,1)−Y (t)),
û(t,1) = Fa,b(Y (t))+

∫ 1
0 α(x)v̂(t,x)dx,

v̂(t,0) = κ û(t,0)+
∫ 1

0 β (x)û(t,x)dx.

(9)

System (9) differs from the one considered in [20] due to
the presence of the integral term at the boundary condition
x = 0. Defining the variables ũ := u− û, ṽ := v− v̂, the error
system reads as follows

∂ ũ
∂ t (t,x) =

∂ ũ
∂x (t,x)+σu(x)ũ(t,x)+ f (x)ṽ(t,1),

∂ ṽ
∂ t (t,x) =− ∂ ṽ

∂x (t,x)+σv(x)ṽ(t,x)+g(x)ṽ(t,1),
ũ(t,1) =

∫ 1
0 α(x)ṽ(t,x)dx,

ṽ(t,0) = κ ũ(t,0)+
∫ 1

0 β (x)ũ(t,x)dx.

(10)

Following the backstepping methodology, we can determine
the observer gain functions ( f ,g) to achieve finite-time
stabilization of error system (10).

2) Target error system: Using an invertible transform, we
aim to map system (10) to the following target error system

∂ξ

∂ t (t,x) =
∂ξ

∂x (t,x)+σu(x)ξ (t,x),
∂η

∂ t (t,x) =− ∂η

∂x (t,x)+σv(x)η(t,x)+q(x,0)ξ (t,0),
ξ (t,1) = 0, η(t,0) = κξ (t,0).

(11)

We can immediately see that this system is a cascaded system
from ξ to η . It is finite-time stable since ξ (t, ·) = 0 for all
t > 1, and then η(t, ·) = 0 for all t > 2.

3) Invertible transform: Due to the presence of integral
couplings in the error system (10), we cannot use a classical
Volterra integral transform to map it to the target system (11).
Indeed, such transform offers a limited number of degrees of
freedom, and both recirculation terms inside the domain and
integral terms at the boundary cannot be simultaneously sup-
pressed. Consider two kernel functions p(·, ·) ∈C0(T +,R),
and q(·, ·)∈C0(T −,R), whose expression will be given later.
Define the following integral transform

T : L2(0,1)2 −→ L2(0,1)2(
u(x)
v(x)

)
7→

(
u(x)−

∫ 1
1−x p(x,y)v(y)dy

v(x)−
∫ 1−x

0 q(x,y)u(y)dy

)
. (12)

We have the following
Theorem 2: For any functions p(·, ·) ∈ C0(T +,R), and

q(·, ·)∈C0(T −,R), transform T defined in (12) is boundedly
invertible on L2(0,1)2.

Proof: Denote K+(x,y) =
∫ 1−x

1−y q(x,s)p(s,y)ds and
K−(x,y) =

∫ 1−y
1−x p(x,s)q(s,y)ds. Define F− : u(x) 7→ u(x)−∫ x

0 K−(x,y)u(y)dy and F+ : u(x) 7→ u(x)−
∫ 1

x K+(x,y)u(y)dy,
two invertible Volterra integral transforms. Assume(
u v

)⊤ ∈ ker(T), then usual computations lead to
F−(u) = 0, F+(v) = 0, so ker(T) = 0L2(0,1)2 . By
Fredholm’s alternative [2], the operator T is invertible. Its
boundedness is straightforward.
Using this invertible transform, we can define new states

variables as, for all t ≥ 0,
(

ξ (t,x)
η(t,x)

)
=T(

(
ũ(t,x)
ṽ(t,x)

)
). We now

follow the backstepping methodology to derive the equations
satisfied by kernels (p,q) to ensure that (ξ ,η) are solutions
of (11).

4) Kernel equations: Differentiating (12) with respect to
time and space, and injecting therein (10), we show that the
kernels (p,q) must satisfy{

∂ p
∂x (x,y)−

∂ p
∂y (x,y) = (σv(y)−σu(x))p(x,y),

∂q
∂x (x,y)−

∂q
∂y (x,y) = (−σu(y)+σv(x))q(x,y),

(13)

with boundary conditions

p(1,y) = α(y), q(0,y) = β (y). (14)

The system (13)-(14) is well-posed and admits a unique
solution. Using the method of characteristics, we show that
the kernels are defined for all (x,y) ∈ T +, by

p(x,y) = α(y+ x−1)e
∫ 1

x σu(s)dse−
∫ y

y+x−1 σv(s)ds, (15)

and for all (x,y) ∈ T −, by

q(x,y) = β (y+ x)e
∫ x

0 σv(s)dse−
∫ y+x

y σv(s)ds. (16)

5) Observer gains: Under the second condition of As-
sumption 1, transform (12) maps system (10) to the finite-
time stable target system (11) if the observer gains satisfy the
following well-posed system of coupled integral equations{

f (x)−
∫ 1

1−x p(x,y)g(y)dy =−α(x)e
∫ 1

x σu(s)−σv(s)ds,

g(x)−
∫ 1−x

0 q(x,y) f (y)dy = 0.
(17)
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III. KEY SENSITIVITY ANALYSIS

In this section, we study the sensitivity of the observer
system (9) with respect to the different encryption keys,
regardless of the encryption/decryption technique used.

A. Theoretical analysis

1) Sensitivity with respect to encryption keys (σu,σv):
First, assume the receiver side only knows an approximation
of the in-domain couplings and define for all x ∈ [0,1],
σ̂u(x) = σu(x) + εu(x), and σ̂v(x) = σv(x) + εv(x). Follow-
ing the backsteppping methodology, we show that defining
adequate observer gains and kernels (p̂, q̂) for (12), we can
map the resulting error system to

∂ξ

∂ t −
∂ξ

∂x = σ̂u(x)ξ (t,x)+Eξ (u,v,x),
∂η

∂ t +
∂η

∂x = σ̂v(x)η(t,x)+q(x,0)ξ (t,0)+Eη(u,v,x),
ξ (t,1) = 0, η(t,0) = κξ (t,0),

for some linear operators Eξ ,Eη . Using the method of
characteristics, and the inverse of transform (12), we can
express for T ≫ 0 the error states (ũ, ṽ) in function of
u,v,εu,εv using bounded linear operators. Their expression
is not given here for sake of brevity. Since the chaotic state
(u,v) is bounded, the error system evolves chaotically in
steady state.

2) Sensitivity with respect to encryption keys (α,β ): We
now assume that the receiver side only knows an approx-
imation of the integral boundary couplings and define for
all x ∈ [0,1], α̂(x) = α(x)+εα(x), and β̂ (x) = β (x)+εβ (x).
Similarly, the resulting error system can be mapped to

∂ξ

∂ t −
∂ξ

∂x = σu(x)ξ (t,x),
∂η

∂ t +
∂η

∂x = σv(x)η(t,x)+q(x,0)ξ (t,0),
ξ (t,1) =−

∫ 1
0 εα(x)v(t,x)dx,

η(t,0) = κξ (t,0)−
∫ 1

0 εβ (x)u(t,x)dx.

(18)

Solving system (18), we can also express the error states
(ũ, ṽ) in function of u,v,εu,εv using bounded linear operators
for T ≫ 0. Therefore, the observer system appears not
very sensitive to the encryption keys in general. For small
variations around the real value of the encryption key, the
error remains bounded.

B. Numerical simulations

We now illustrate the observer sensitivity to changes in
encryption keys with numerical simulations on Matlab. The
space domain [0,1] is discretized in L = 250 intervals. In
this section, we use the encryption keys of form θ(x) =
θ(10x)+ 0.1randn, with (σu,σv,α,β ) = (0.5,0.1,0.05,1)
and (a,b,κ) = (0.5,1,3.2105). The initial conditions are
randomly generated, and satisfy (2). Beforehand, the kernels
(p.q) and the observer gains ( f ,g) can be computed using
the method of successive approximations. The hyperbolic
PDE system are solved using an upwind difference scheme
based on the characteristic line [23], [21], with ∆t = ∆x. As
seen in [18], the PDE system (1) generates bounded chaotic
trajectories. When the encryption keys are shared without
error, the error states converge to zero in finite-time.

We now assume that one of the shared keys is altered. This
could happen due to noise in the secure transmission or a ma-
licious attack. Considering state (u,v)∈C0([0,T ];L2(0,1)2),
we define ∥ ˜[k]∥L2 as the L2−norm of the error state (ũ, ṽ)
at numerical step tk = 1000 × k∆t, averaged on 3s. We
modify a distributed key θ ∈ RL, by adding a Gaussian
noise of varying average δθ and standard deviation of 0.001.
We quantify the resulting error using εθ = ∥θ̂ −θ∥1/∥θ∥1
where ∥θ∥1 = ∑

L
i=1 |θi|. When the observer couplings are

identical (reference), we have (∥ ˜[1]∥L2 ,∥ ˜[5]∥L2 ,∥ ˜[10]∥L2) =
(1.9 ·10−3,2.04 ·10−10,0).

First, we consider that the in-domain couplings (σu,σv)
are altered on the receiver side. The kernel equations (13)
are modified, and so are the observer gains ( f ,g). We see

Fig. 1. Impact on altered σu (left) and σv (right) on the L2−norm of the
error state. Noise average is in {0.001,0.005,0.01,0.05,0.1}.

in Figure 1 that the error system is not stabilized but keeps
oscillating in steady state. The evolution of the error ∥ ˜[k]∥L2

at different time steps for varying δσi (and consequently
varying εσi ) are represented in Figure 2. It evolves linearly
with the relative average error on σu (left) and σv (right).
Even after 5000 steps (orange curve), we could expect the
error to be of order 10−4 to 10−2, even when the error
on the couplings is limited. We obtain similar results when

Fig. 2. Impact on altered σu (left) and σv (right) on the average error at
different timesteps.

modifying parameters (α,β ) (Figures 3-4). As illustrated in
Figure 4, the indicators evolve linearly with εα , εβ .

Following this sensitivity analysis, we quantified the lim-
ited impact that small discrepancies in the encryption keys
may have on the chaotic states (û, v̂). To ensure secure
communication, the cryptosystem is expected to be sensitive
to variations of order 10−4 into the synchronized chaotic
states.
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Fig. 3. Impact on altered α (left), and β (right) on the L2−norm of the
error state. Noise average is in {0.001,0.005,0.01,0.05,0.1} (×0.1 for α).

Fig. 4. Impact on altered ᾱ (left), and β̄ (right) on the average error at
different timesteps.

IV. APPLICATION TO IMAGE ENCRYPTION

In this section, we present the secure communication
process for transmitting images. It is of high interest to
consider the robustness of the cryptosystem with respect
to the encryption keys [27]. The cryptosystem should resist
known-plaintexts attacks. To satisfy Kerchhoff principle [9],
even when the structure of the observer system, it should
not be possible to recover the real keys (and therefore the
original image) by trial and error.

For the sake of simplicity, we only consider grayscale im-
ages represented by 2D matrices in space D = J0,255KL×M .
The images are rescaled in D̄ = [0,0.01]L×M . Each line
corresponds to a discrete vector, such that for 1 ≤ k ≤ M, we
define s1[k] ∈ [0,0.01]L. After a run-up time rN ≫ 1 steps, at
each timestep k, the vector s1[k] (containing the information
of the original image) is encrypted on the transmitter side,
using the chaotic trajectories generated by (1).

The encrypted vector w[k] is embedded with the obser-
vation signal Y [k] = v(tk,1) into a transmitted signal c12[k]
and sent to the receiver. On the receiver side, the system (9)
is solved simultaneously, using the observation signal. We
assume that the static discrete and distributed encryption keys
σu,σv,α,β ∈ RL have been shared beforehand in a secure
manner, using an asymmetric public-private key cryptosys-
tem such as RSA for instance. The encrypted line can then
be decrypted by applying a demodulation process, using the
synchronized chaotic states û[k], v̂[k]. More precisely, define
G a mapping from RL ×RL ×RL ×RL to RL. We assume
that for fixed (x1,x2,x3) ∈ R3L, G(x1,x2,x3, ·) : RL → RL, is
invertible, and its inverse G−1(x1,x2,x3, ·) is contractive. The
modulated message w[k] is constructed as follows

M :
{

w[k+1] = G(u[k],v[k],w[k],s1[k+1]),
c12[k] = (w[k],Y [k]) ∈ RL+1.

(19)

The decrypted information can be recovered as follows,

D : t2[k+1]= G−1(û[k−1], v̂[k−1],w[k−1],w[k]), (20)

if the value t2[k + 1] converges to s1[k] when k → +∞.
We finally compare on a sample image of 187× 250 pix-
els the sensitivity of the cryptosystem with three different
modulation processes: one based on a nonlinear mapping
[20], [21], one based on chaos masking [13] and one based
on chaos shuffling [17]. When the receiver knows all the
keys, the three modulation processes allow to reconstruct
the original image. Following [23], we use the Error Func-
tion Attack (EFA) [27], which corresponds to an average
pixel error, to quantify the sensitivity of the cryptosystem
to the different keys. With the three methods, when the
encryption keys are ideally shared (reference), we obtained
(EFA1,EFA2,EFA3) = (2.7 · 10−15,2.3 · 10−15,2.3 · 10−15).
Now, to test the robustness of the cryptosystem, we as-
sume that a hacker tries to guess one of the encryption
keys, by using a constant approximation. With the best
constant approximation, we now obtain the following errors
(EFA1,EFA2,EFA3) = (25.2,69.8,78.0).

Fig. 5. Comparison of encrypted/decrypted image for the three chaos-based
methods when α̂ = ∥α∥1.

In Figure 5, we represented the encrypted/decrypted im-
ages for the same original image. Unfortunately, the mod-
ulation protocol proposed in [20], [23] was shown to be
not sensitive to encryption keys [17]. We obtain a higher
sensitivity for chaos masking, using high ponderations on the
state values to amplify the impact of the desynchronization in
the modulation process. However, as shown in this example,
modulation protocols combining chaos-based pixel position
shuffling and diffusion are the most promising. It is illus-
trated by the comparison of the EFA key basin in Figure 6.
Here, we consider α generated using a Gaussian distribution
of standard deviation 0.01 and average 0.05. For method 1
(left), the EFA curve has a convex shape and presents small
values, while for method 3, no key basin is observed. Even
small εα prevents the reconstruction of the original image.

The cryptosystem is therefore very robust.
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Fig. 6. Comparaison of key basin for constant α̂ approximation for method
1 [26], [20] (left) and method 3 [17] (right).

V. CONCLUSIONS

In this paper, we proposed a novel backstepping-based
observer design for a chaotic hyperbolic PDE system with
additional integral boundary couplings. It is based on an
original integral transform. This observer system can be
synchronized with the original system using observation
data, in the case where all coupling functions are shared.
However, if not, an error term remains, that prevents the
observer state from converging toward the real state. When
used in a chaos-based encryption protocol, such a chaotic
hyperbolic PDE system has the advantage of generating
highly chaotic trajectories in a short time, and having a
large key space. Using sensitive modulation/demodulation
protocols, combining chaos-based pixel position shuffling
and diffusion, for instance, a robust secure communication
system can be obtained. To add a security layer to the en-
cryption process, the discrete and distributed encryption keys
could be dynamically generated using the synchronization of
a finite-dimensional chaotic system [3], or similarly to [20].
This will be subject to further investigation.
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