
Model-based control with disturbance compensation for a SCR catalyst

Jens Wurm1, Johannes Huber2, Michael Url2 and Frank Woittennek1

Abstract— Heavy-duty gas engines are used in industrial
applications as well as to supplement the supply of green energy
to meet peak demand for electricity and heat. Compliance
with increasingly stringent emissions regulations necessitates
the use of exhaust gas aftertreatment systems. In this con-
text, engines equipped with selective catalytic reduction (SCR)
catalysts, where nitrogen oxides are reduced using urea, are
of particular interest. The paper proposes a model-based
approach for controlling the outlet NOX concentration in
such catalysts. A distributed-parameter model for both the
thermal and the kinetic subsystems explicitly accounts for
the transport phenomena within the catalyst. Feedforward
control and observer-based state feedback are based on a
lumped-parameter approximation of the model equations. Both
the controller and the observer use a linear quadratic (LQ)
approach to compute feedback and output injection gains,
respectively. In order to achieve stationary accurate tracking
despite model uncertainties, the observer is extended to estimate
constant disturbances. Experimental validation on a real engine
is performed to compare the proposed model-based controller
(MBC) with a standard proportional–integral–derivative (PID)
controller.

I. INTRODUCTION

The increasing use of renewable energy systems currently
requires the use of heavy-duty diesel engines, or due to lower
raw emissions preferable gas engines, to cover peak loads.
Reducing NOX emissions is one of the main challenges when
using such engines. Numerous recent developments have led
to significant improvements in this regard [1], [2] and the use
of SCR catalysts is among the most appealing approaches.
Various control strategies have been proposed for this type
of aftertreatment. An overview of these strategies, including
a discussion of the respective advantages and limitations, can
be found in [3].

The goal of complying with current and future emission
limits is one of the main motivations for this work. This
requires control concepts that can maintain specified NOX
concentrations at the outlet of the SCR catalyst even in highly
dynamic regimes. Though PID controllers are standard in
industrial applications as described in [4], there are several
contributions concerning the application of model based
control strategies [5]–[8], e.g., model predictive control [9]–
[11], or sliding mode control [12].

This contrasts with the automotive sector, where the sur-
face coverage is used as the control output, as described
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among others in [13]. Various control strategies, such as
normal and adaptive PID controllers [14], backstepping con-
trollers [5], model-based approaches (physical [15] as well
as grey box [16], [17]) have already been tested.

For the case under investigation here, model-based appli-
cations have also been investigated [6]–[8], but the authors
differ from the approaches presented with the structure they
propagate.

Similarly as the above mentioned approaches, the present
work proposes a model-based control scheme, called MBC,
based on an infinite-dimensional description of the coupled
kinetic and thermal behavior. However, in contrast to the
former, the thermal model includes an adjusted flow velocity
due to the thermal storage capacity of the catalytic cell
in connection with its particular geometry. Commonly, the
control aim consists in achieving a maximal NOX reduction
while keeping a desired mean NH3 slip [18]. In contrast,
within this work a NOX concentration at the outlet shall be
maintained while maintaining the best possible fill level of
the catalyst.

As usual, the urea flow – respectively the NH3 concen-
tration – at the inlet constitutes the control input. Moreover,
NOX concentration in the engine exhaust is considered as a
measured disturbance.

For the presented control concept, the distributed-
parameter models are spatially discretized and linearized
around quasi-stationary trajectories. The resulting finite-
dimensional linear time-variant model is used for the feed-
forward as well as state feedback and observer design.
Thereby, the observer is extended by a simple disturbance
model in order to ensure accurate tracking, at least in the
steady state despite model uncertainties and disturbances.
This is essential for industrial applications.

The contribution is structured as follows. The thermal and
kinetic distributed-parameter models are presented in Section
II including the approximation by finite-dimensional models.
Based on this lumped description, Section III describes the
control approach and discusses the individual components,
i.e., the feed-forward law, the state feedback and the state
observer with disturbance estimation. Finally, in Section
IV the proposed controller is experimentally validated and
compared with a standard PID controller.

II. MODELING

The aftertreatment system under consideration uses an
SCR catalyst. During operation, a urea solution is injected
into the exhaust gas upstream of the SCR. At high exhaust
gas temperatures, the urea is decomposed into CO2 and
NH3, where the latter is stored in the catalyst. In several
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SCR reactions, the nitrogen oxides are reduced to N2 by
means of the NH3. Model-based control design requires real-
time capable models which capture the essential phenomena
while maintaining the required accuracy. Since the kinetic
reactions are temperature-dependent, separate models are
used for the thermal and the kinetic behavior. Both parts
are modeled as a one-dimensional plug flow of an incom-
pressible medium. The thermal model takes into account the
honeycomb structure of the catalytic cell to best represent the
delay caused by the energy storage capacity of the ceramic.
Figure 1 shows the general geometric structure of the catalyst
under investigation. All material parameters are assumed
to be spatially and temporally constant. Although the NOX
reduction with ammonia is exothermic, the heat released can
be neglected as the nitrogen oxides only make up 0,01 % of
the exhaust gas volume and therefore the amount of heat is
negligible [19].
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Fig. 1. Schematic of SCR catalyst with in- and output variables as well
as considered states.

A. Thermal Model

The ceramic catalyst inside the reactor consists of a
number of channels through which the exhaust gas flow
is directed, as shown in Figure 2, where the geometric
parameters ∆xg, ∆yg of the gas as well as ∆xc, ∆yc of
the ceramic layer and the radii for the honeycomb Rg, the
separation of housing and isolation Rws just like the wall
closing Rw are explained. This structure must be considered
during modeling, as the ceramic absorbs the energy from the
exhaust gas flow and thus heats up continuously. As a result,
the transport delay of the gas temperature changes massively
in relation to the flow velocity. A stainless-steel housing is
attached to the outer side, which is surrounded by insulation.
Both material layers are not considered individually but are
combined to form an overall wall layer. Firstly, the section
describes the derivation of the gas temperature model fol-
lowed by the description of the dynamics of the wall layer. In
contrast to existing approaches, such as in [3], the geometric
structure and the ceramic material parameters of the catalytic
cell are also taken into account, so that the transport velocity
and the resulting time delay are appropriately adjusted.

1) Gas-ceramic structure: Based on the honeycomb struc-
ture, the different layers are considered separately. The gas
temperature Tg,i,j of the gas channel i, j can be modeled by

the one-dimensional transport equation

Agρgcp,g

(
vg(t)∂zTg,i,j(z, t) + ∂tTg,i,j(z, t)

)
(1)

= αgc∆xg

(
Tc,i,j+1/2(z, t)− 2Tg,i,j(z, t) + Tc,i,j−1/2(z, t)

)
+ αgc∆yg

(
Tc,i+1/2,j(z, t)− 2Tg,i,j(z, t) + Tc,i−1/2, j(z, t)

)
using the model described in [20] with the specific heat
capacity cp,g, the mass density ρg of the gas and the cross-
section area Ag = ∆xg∆yg of a channel as well as
the heat transfer coefficient αgc between the gas and the
ceramic. The positive time-varying velocity is denoted by
vg(t). The boundary condition (BC) is given by the engine
outlet temperature witn Tg,i,j(0, t) = Tg,i,j,in(t) and the
initial condition (IC) follows from Tg,i,j(z, 0) = Tg,i,j,0(z).
Neglecting the heat flux in axial direction, the temperature
distribution Tc,i−1/2,j within the ceramic layer i− 1/2, j can
be described similarly to the wall model of [20] by the one-
dimensional equation

Acρccp,c∂tTc,i−1/2,j(z, t) (2)

= ∆ygαgc

(
Tg,i−1,j(z, t)− 2Tc,i−1/2,j(z, t) + Tg,i,j(z, t)

)
.

Above, the material parameters of the ceramic are the heat
capacity cp,c, the mass density ρc and the cross-section area
Ac = ∆xc∆yg in x direction resp. Ac = ∆xg∆yc in y
direction. Adding (1) and (2) reveals the description

cp,gcρgc∂tT̂gc,i,j(z, t) + v̄g(t)∂zT̂gc,i,j(z, t)

=
λgc,x

∆x2
g

(
T̂gc,i+1,j(z, t)− 2Tgc,i,j(z, t) + T̂gc,i−1,j(z, t)

)
+
λgc,y

∆y2
g

(
T̂gc,i,j+1(z, t)− 2T̂gc,i,j(z, t) + T̂gc,i,j−1(z, t)

)
.

Therein, it has been assumed that

Tg,i,j = Tc,i+1/2,j = Tc,i,j+1/2 = T̂gc,i,j

Tg,i−1,j = Tc,i−1/2,j = T̂gc,i−1,j

Tg,i,j−1 = Tc,i,j−1/2 = T̂gc,i,j−1,

i.e., the heat exchange between ceramic layer and gas layer is
approximated to be immediate, allowing for the introduction
of the combined gas-ceramic temperature T̂gc. Furthermore,
the combined material parameter cp,gcρgc = cp,gρg + 2εcp,cρc,
the factor ε = Ac/Ag, the thermal conductivities λgc,x =
αgc∆xg and λgc,y = αgc∆yg as well as the scaled velocity
vgc = v̄g/cp,gcρgc with v̄g = cp,gρgvg occur. It can be seen that
the right-hand side of the latter equation involves difference
quotients of second order w.r.t. x and y. Therefore, taking
the limits ∆x 0,∆y 0, introducing the continuous co-
ordinates (x, y) ∈ Sgc, where Sgc =

{
(x, y)|x2 + y2 < R2

g

}
is the overall cross-section of the ceramic structure. yields
the three-dimensional description in cartesian coordinates

cp,gcρgc∂tT̂gc(x, y, z, t) + v̄g(t)∂zT̂gc(x, y, z, t)

= λgc4T̂gc(x, y, z, t), (3a)

with the Laplace operator 4 = ∂2
x+∂2

y . Due to the assumed
structure of the catalytic cell, it is expected that the thermal

361



z

0 L

r

0

Rg

Rws

Rw

Tw

Insulation

Housing

Tg

Gas

Tc

Ceramic

Tg,in

vg

∆xg ∆xc

∆yg

∆yc

x

y

Ceramic

Medium

Ceramic

i, ji− 1, j i+ 1, j

i, j − 1i− 1, j − 1 i+ 1, j − 1

i, j + 1i− 1, j + 1 i+ 1, j + 1

i, j + 1/2i− 1, j + 1/2 i+ 1, j + 1/2

i, j − 1/2 i+ 1, j − 1/2

i
−

1 /
2
,j

+
1

i
−

1 /
2
,j

i
−

1 /
2
,j
−

1

i
+

1 /
2
,j

+
1

i
+

1 /
2
,j

Fig. 2. Front and sectional view with inner honeycomb structure of SCR catalytic cell showing numbered gas and ceramic layers.

conductivity can be summarized as λgc =
√
λ2

gc,x + λ2
gc,y.

The BC at the inlet follows again from the motor outlet
temperature

T̂gc(x, y, 0, t) = Tg,in(x, y, t), (3b)

and the BCs〈
∇T̂gc(x, y, z, t), ∂ ~Sgc

〉
=

αgw
(
Tw(z, t)− T̂gc(x, y, z, t)

)
, (3c)

for (x, y) ∈ ∂Sgc and the normal unit vector ∂~Sgc at the
neighboring housing considering the heat transfer coefficient
αgw. The IC is given by T̂gc(x, y, z, 0) = T̂gc,0(x, y, z). Since
the three-dimensional model is not manageable in this way,
it will be further simplified to a one-dimensional description.
For this purpose, the approach used in [20] of averaging the
temperature T̂gc over the cross-sectional area Sgc with Area
Agc = |Sgc| = 2πR2

g will be used with

Tgc(z, t) =
1

Agc

∫
Sgc

T̂gc(x, y, z, t) dy dx. (4)

The authors are aware that a temperature profile is formed
over the radius even if the flow is uniformly distributed
across the cross-sectional area. However, it is assumed that an
averaged gas-ceramic temperature is a close approximation
of this and the associated error can be neglected for the
application considered.

Integrating (3a) over Agc and substituting (3c), the thermal
behaviour can be described by the one-dimensional model

Agc
(
ρgccp,gc∂t + v̄g(t)∂z

)
Tgc(z, t)

= Ugwα̌gw
(
Tw(z, t)− Tgc(z, t)

)
(5a)

with the BC and the IC

Tgc(0, t) = Tg,in(t), Tgc(z, 0) = Tgc,0(z) (5b)

including the adapted heat transfer coefficient α̌gw, see [20].
The important part of this model adaption comes through

scaling of gas velocity vg with gas and ceramic parameters.
The delay time for constant velocities can be calculated by
τg = L/vg. With the scaled velocity vgc = v̄g/ρgccp,gc, the
delay time τgc = L/vgc is adapted in a correct way. The
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Fig. 3. Comparison of the temperature behavior at the catalyst outlet of
the thermal plug flow model without velocity scaling from [20] and
the velocity adapted model , (5), with a measurement at constant
speed.

validity can be shown by means of measurements as for
example in Figure 3. Therein the adapted approach ( ) and
the plug flow model [20] without velocity scaling ( ) are
simulated for a measured inlet temperature profile ( ) and
are compared with a outlet measurement ( ) of a catalytic
cell1.

2) Housing: Following the same approach as described
for the ceramic layer, the temperature distribution of the
housing Tw can be modeled by the one-dimensional equation

Awρwcp,w∂tTw(z, t) = Ugwα̌gw

(
Tgc(z, t)− Tw(z, t)

)
+ Ug∞αw∞

(
T∞(z, t)− Tw(z, t)

)
(5c)

using the average wall temperature Tw over the area Aw =
(R2

w−R2
g)π as well as the average gas-ceramic temperature

(4) with the overall heat transfer coefficients α̌gw and αg∞
and the perimeters Ugw = 2πRg and Uw∞ = 2πRw. The heat
capacity cp,w and the density ρw combine the material values
of the insulation and the housing. The IC reads Tw(z, 0) =
Tw,0(z).

1The step in temperature at t = 80 s in is due to macroscopic effects
within the cell and is not modeled. The increase after t = 180 s is decisive
for the transport phenomenon.
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B. Kinetic Model

Approximating the convection through the catalyst by
means of a plug flow, the reaction of a species with concen-
tration c• can be described by means of a one-dimensional
convection-reaction

∂tc•(z, t)− vg(t)∂zc•(z, t) = −%(z, t)

including the cumulative reaction rate (z, t) %(z, t) of the
individual reactions and the flow velocity vg, which is the
same as in (1). Since the system under investigation uses the
Eley-Rideal mechanism, all reactions depend on the stored
reactant. The temperature dependent storage capacity of the
reactant Tgc Ω(Tgc) is denoted by

Ω
(
Tgc(z, t)

)
= kΩ e

−EΩTgc(z,t)

following [21] by using the pre-exponential factor kΩ and
the exponential factor EΩ. For the description of the actual
charge of the catalyst, the surface coverage θ is used, the
dynamics of which can be described by the one-dimensional
reaction equation

∂tθ(z, t) =
1

Ω(Tgc)

(
%a(z, t)−

∑
∗
%∗(z, t)

)
, θ(z, t0) = θ0(z)

whereby %a denotes the absorption respectively storage re-
action rate. The reaction rate % = r(b(Tgc),Ω(Tgc), c•, θ)
occurring in the preceding equations is, w.r.t. the exhaust
aftertreatment system, a function of the concentrations c•,
the coverage θ, the temperature dependent storage capacity
Ω and reaction speed Tgc b(Tgc). Unless explicitly stated
otherwise, b is given by the Arrhenius equation

b
(
Tgc(z, t)

)
= k e

− E
Rϑgc(z,t)

using the pre-exponential factor k, the activation energy E,
the universal gas constant R and the absolute gas-ceramic
temperature ϑgc = Tgc + 273,15 ◦C.

For the reduction of exhaust gases four main reactions
are considered in the model. Firstly the ammonia (NH3)
absorption ra = Ω(Tgc)ba(Tgc)cNH3

(1 − θ) and desorption
reactions rd = −Ω(Tgc)bd(Tgc)θ are the important reactions
inside the catalyst and defines the equilibrium of the reaction

NH3 + S NH3(S).

In the process, NH3 accumulates at the free sites S of the
catalyst. The amount of ammonia absorbed is denoted by
NH3(S). To reduce the nitrogen oxides, the Standard SCR
reaction

4 NH3(S) + 4 NOX + O2 4 N2 + 6 H2O

with the first order reaction rate rstd = Ω(Tgc)bstd(Tgc)cNOX
θ

ist taken into account. In addition, for high temperatures an
oxidation of ammonia to N2 by

4 NH3(S) + 3 O2 2 N2 + 6 H2O.

is also taken under consideration using the first order reaction
rate rox = Ω(Tgc)box(Tgc)θ. With the presented reactions and

the modelling of the individual reaction already introduced
at the beginning of the section, the individual transport
equations for the species to be investigated can be specified.
It reveals the one-dimensional transport system

∂tcNH3
(z, t) + vg(t)∂zcNH3

(z, t) = f1(cNH3
, θ, Tgc) (6a)

∂tcNOX
(z, t) + vg(t)∂zcNOX

(z, t) = f2(cNOX
, θ, Tgc) (6b)

with the functions

f1 =−Ω(Tgc)
(
ba(Tgc)cNH3

(z, t) (1−θ(z, t))−bd(Tgc)θ(z, t)
)

f2 =−Ω(Tgc)bstd(Tgc)cNOX
(z, t)θ(z, t)

for the kinetic behaviour. The change of surface coverage
with the previous reactions and the oxidation of ammonia
leads to

∂tθ(z, t) = g(cNH3
, cNOX

, θ, Tgc) (6c)

with

g = ba(Tgc)cNH3
(z, t)−

(
ba(Tgc)cNH3

(z, t)

+ bd(Tgc) + bstd(Tgc)cNOX
(z, t) + box(Tgc)

)
θ(z, t).

The system includes the BCs and ICs

cNH3
(0, t) = cNH3,in(t), cNOX

(0, t) = cNOX,in(t) (6d)
cNH3

(z, t0) = cNH3,0(z), cNOX
(z, t0) = cNOX,0(z), (6e)

θ(z, t0) = θ0(z). (6f)

As described in [22, Chap. 4.2], it can be assumed that the
processes within the gas phase take place much faster than
the storage of the thermal energy as well as the accumulation
of the ammonia on the catalyst surface. This aspect has
already been demonstrated by the derivation of the substitute
thermal model (5) in Section II-A. Therefore, the transport
processes (6a)-(6b) are considered stationary w.r.t. time. It
results the final description

vg(t)∂zcNH3
(z, t) = f1(cNH3

, θ, Tgc) (7a)
vg(t)∂zcNOX

(z, t) = f2(cNOX
, θ, Tgc) (7b)

with (6c) and the BCs (6d) as well as the ICs (6f).

C. Discretization

An early lumping approach is used for control design. To
this end, approximations of the partial differential equation
(PDE) models (5) and (7) are obtained by spatial discretiza-
tion via the finite difference method (FDM), using backward
differences to approximate the derivatives:

(∂zq)(zi, t) ≈ qi(t)−qi−1(t)
∆z , qi(t) = q(zi, t). (8)

Above, the N + 1 sampling points 0 = z0, . . . , zN = L are
assumed to be equally distributed, i.e., ∆z = zN/N . This
procedure yields a system of ordinary differential equations
(ODEs) w.r.t. time for both the thermal and kinetic model.
In a second step, the obtained ODE models are discretized
w.r.t. time by means of an explicit Euler method.
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1) Thermal model: Spatial discretization of the thermal
model (5) according to the above described procedure results
in a linear time-variant state-space representation

ẋT(t) = AT(t)xT(t) + BT(t)dT(t), xT(t0) = xT,0, (9)

with the state vector

xT =
(
Tgc,1, . . . , Tgc,N, Tw,0, . . . , Tw,N

)ᵀ ∈ R2N−1,

and the input dT =
(
Tg,in, T∞

)ᵀ ∈ R2 consists of the
ambient and the inlet gas temperatures both considered as
known disturbances. The time dependence of the system
matrices AT(t) ∈ R(2N−1)×(2N−1), BT(t) ∈ R(2N−1)×2

is solely a consequence of the varying flow velocity. The
discrete time approximation of system (9) is given by

xT,p+1 = AT,pxT,p + BT,pdT,p. (10)

with AT,p = I + ∆tAT(tp), BT,p = ∆tBT(tp), and constant
sampling time ∆t = tp+1 − tp.

2) Kinetic model: In contrast to the thermal model, the
kinetic part involves the non-linear reaction rates, which,
moreover, depend on the temperatures in xT of the ther-
mal model. A spatial discretization of (7) using backward
differences yields the non-linear semi-explicit differential
algebraic equation (DAE)

0 = f̃(xK, zK, uK, dK,xT, vg) (11a)
ẋK(t) = g̃(xK, zK,xT), xK(t0) = xK,0 (11b)

with the state xK ∈ RN consisting of the spatial discretized
surface coverage and the algebraic state z ∈ R2N composed
of the concentrations of the species NH3 and NOX at the
discretization points:

xK =
(

θ1, . . . , θN
)ᵀ
,

zK =
(
cNH3,1, . . . , cNH3,N, cNOX,1, . . . , cNOX,N

)ᵀ
.

Furthermore, the control input uK(t) = cNH3,in(t) is the
NH3 concentration, while the NOX concentration at the
inlet dK(t) = cNOX,in(t) is considered a disturbance. Again,
discretization w.r.t. time is performed by the explicit Euler
method, yielding

0 = f̃(xK,p, zK,p, uK,p, dK,p,xT,p, vg,p) (12a)
xK,p+1 = xK,p + ∆t g̃(xK,p, zK,p,xT,p) (12b)

For the determination of the controller and observer gains,
the system (12) is approximated by an explicit time-
varying linear system. The latter can be obtained by tan-
gent linearization around an arbitrary solution trajectory
p (x̄K,p, z̄K,p, ūK,p, d̄K,p). Introducing

x̃K,p = xK,p − x̄K,p, z̃K,p = zK,p − z̄K,p,

ũK,p = uK,p − ūK,p, d̃K,p = dK,p − d̄K,p,

this yields the linear time-varying algebraic difference equa-
tion (ADE)

0=A11,px̃K,p+A12,pz̃K,p+B11,pũK,p+B12,pd̃K,p (13a)
x̃K,p+1 =A21,px̃K,p+A22,pz̃K,p, (13b)

where the involved matrices correspond to the respective
(partial) Jacobians of the right hand side of (12). This
linearization procedure requires a solution of the non-linear
model equations (12) as prerequisite. However, instead of
computing an exact solution of these equations, quasi-
stationary trajectories are used as an approximation. For
given x̄K,p, vg,p, cNH3,in,p, cNOX,in,p these are defined as
solutions of the algebraic equations:

0 = f̃(x̄K,p, z̄K,p, uK,p, dK,p,xT,p, vg,p)

0 = g̃(x̄K,p, z̄K,p, x̄T,p).

The system (13) can be simplified to an explicit state-space
description if det(A12,p) 6= 0, ∀t ≥ t0. To this end z̃p is
determined from (13a) yielding

z̃K,p = −A−1
12,p

(
A11,px̃K,p + B11,pũK,p + B12,pd̃K,p

)
.

Substituting this expression into (13b) leads to the state-space
representation

x̃K,p+1 = AK,px̃p + BK,pũK,p + DK,pd̃K,p (14)

including the matrices

AK,p = A21,p −A22,pA
−1
12,pA11,p,

BK,p = −A22,pA
−1
12,pB11,p,

DK,p = −A22,pA
−1
12,pB12,p.

III. CONTROL DESIGN

In this section the control concept of the MBC is intro-
duced, which shall track a predefined NOX concentration
reference, t yr(t) = cNOX,out,r(t), at the catalyst outlet and
shall avoid any ammonia slip, which is a standard problem
in the control of large gas-fired power plants. To reduce
NOX, urea is injected into the exhaust gas stream of the
engine before the catalyst. The amount of urea depends on
the NH3 concentration in the urea-water solution, which is
regarded as the control input t u(t) = uK(t). In addition,
the catalyst inlet, outlet and the ambient temperature as
well as the velocity of the exhaust gas flow are available
as measurements. The system is disturbed by the measured
NOX concentration at the engine outlet, which is the inlet,
t cNOX,in(t), to the catalyst system.

The control structure used is shown in Figure 4 and is
divided into the three parts: A. a feed-forward law with
input uFF, B. a state feedback with input uCtrl and C. a state
observer extended by an input disturbance compensator with
input uDist. Therefore, the control law u is composed by the
sum of these three parts. Based on the kinetic model, a feed-
forward law is determined at a stationary solution, whose
profile serves as the basis for the subordinate state feedback.
To obtain the complete state, an observer is required. The
state feedback as well as the observer use an LQ approach
to determine the corresponding gains.
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Fig. 4. General control flow overview of MBC.

A. Feed-forward law

To receive a desired NOX concentration t yr(t) the input
uFF is determined by an inversion-based feed-forward law.
Therefore, the non-linear system (7) is considered temporal
stationary with the adapted measured BCs

cNOX
(0, t) = cNOX,in(t), cNOX,r(L, t) = cNOX,out,r(t) = yr(t).

To solve this two-point boundary value problem (BVP), the
system is discretized w.r.t. space by means of the FDM with
the backward difference (8). Thus yields

0 = f̄(c̄NH3
, c̄NOX

, θ̄, cNOX,in, cNOX,out,r, x̌T) (15a)
0 = ḡ(c̄NH3

, c̄NOX
, θ̄, x̌T), (15b)

which is solved for the stationary solutions c̄NH3
=

(c̄NH3,0, . . . , c̄NH3,N ) and c̄NOX
= (c̄NOX,1, . . . , c̄NOX,N−1) as

well as θ̄ = (θ̄1, . . . , θ̄N ) with an iterative method at each
time step t. The control input is given by t uFF(t) =
c̄NH3,in(t). In addition, the medium temperature x̌T is neces-
sary to solve the system, which is provided by an observer,
introduced in Section III-C.

B. State feedback design

Since the feed-forward law is based on a temporally
stationary design, a controller is necessary to compensate
changes of the disturbance and stabilize the system. A
state feedback is used for this purpose, as the feed-forward
provides the reference profile for the discrete state vector
x̄K,p based on the stationary solution of the PDE model. An
observer supplies the feedback of the state vector xK,p. To
specify the controller, the discrete feedback

uCtrl,p = −kᵀ
pep, ep = xK,p − x̄K,p

with the error e ∈ RN and x̄K = (θ̄1, . . . , θ̄N )ᵀ ∈ RN
is introduced. To determine the gain k, a LQ approach is
applied by minimizing the cost function

J(e, uCtrl) =
1

2

O−1∑
i=0

eᵀi Q ei + r u2
Ctrl,i

with the positive definite weighting matrix 0 < Q ∈ RN×N
and the positive constant r ∈ R+. The solution of the

problem can be determined in several ways and is a well-
known task, c.f. [23]. The gain k can be determined by means
of

kᵀ
p =

(
r + Bᵀ

K,pSp+1BK,p

)−1
Bᵀ

K,pSp+1AK,p (16a)

using the Riccati difference equation (RDE)

Sp = Mᵀ
pSp+1Mp + rkpk

ᵀ
p + Q (16b)

with Mp = AK,p + BK,pk
ᵀ
p to determine the stationary

solution for O ∞ at each time step under the condition
that the changes of the system matrices can be neglected
for future compensation. Thus, for implementation the latter
equations are solved iterative at each time step with a fixed
iteration count to get the stationary solution.

C. State observer design with disturbance estimation

For feed-forward and state feedback, the current temper-
ature profile of the gas and the current surface coverage are
required. Based on a measurement y a generally Luenberger
like observer

x̌p+1 = h(x̌p, up) + lp
(
yp − cᵀpx̌p

)
(17)

for any function h is used with the observer state x̌, the input
u and the observer gain l. The observer gain is calculated
dual to controller design by an LQ approach, which is similar
to Kalman filter. Therefore, the discrete system matrix Ap

and the output matrix c are required from (17). The observer
gain l can now be calculated based on

lp = ApPpcp
(
cᵀpPpcp + r

)−1
(18a)

and using the RDE

Pp+1 = ApPpA
ᵀ
p − lpc

ᵀPpA
ᵀ
p + Q (18b)

to get the matrix P.
1) Thermal system: The catalyst outlet gas temperature

yT = Tg,out = xT,N = cᵀTxT, cᵀT ∈ R2N−1 is available as
a measurement. Since (10) is a linear model, the observer
follows directly to

x̌T,p = AT,px̌T,p + BT,pdp + lT,p

(
yT,p − cᵀTx̌T,p

)
, (19)

whereby the observer gain lT ∈ R2N−1 is calculated by (18)
using Ap = AT,p and cᵀp = cᵀT .

2) Kinetic system: Similar to the thermal system, the
measurement is at the outlet in terms of NOX concentration
yK = cNOX,out = zK,2N . In order to be able to guarantee
steady-state accuracy on the real engine, which is not as-
sured by the state feedback used, additionally a disturbance
estimation is applied. For this purpose, a constant disturbance
ζD acts on the input uK. This augments the kinetic model
(12) to

0 = f̃(xK,p, zK,p, uK,p + ζD,p, dK,p,xT,p, vg,p)

xK,p+1 = xK,p + ∆t g̃(xK,p, zK,p,xT,p)

ζD,p+1 = ζD,p

365



0.0

0.2

0.4

0.6
Q

(t
)

Q
m
ax

PID at z = 0 PID at z = L MBC at z = 0 MBC at z = L

0.0

0.5

1.0

1.5

c N
O
X

(z
,t

)
c N

O
X
,m

ax

10:37 10:40 10:44 10:48 10:51 10:55 10:58 11:02
t in hh:mm

100

200

300

400

T
gc

(z
,t

)
in
◦ C

10:39 10:42 10:45 10:48 10:50 10:53 10:56 10:59 11:02

0.100

0.411

0.722

1.033

P
(t

)
P
m
ax

0.0

0.5

1.0

1.5

c N
O
X
,o
ut
,r

(t
)

c N
O
X
,m

ax

Fig. 5. Comparsion of the outlet NOX concentration of standard PID controller ( ) as well as MBC ( ) to the desired trajectory ( ) for similar
scenarios.

Based on this description, the observer can now be intro-
duced with

0 = f̃(x̌K,p, žK,p, uK,p + ζ̌D,p, dK,p, x̌T,p) (20a)
x̌K,p+1 = x̌K,p + ∆t g̃(x̌K,p, žK,p, x̌T,p)

+ lK,p
(
yp − žK,2N

)
(20b)

ζ̌D,p+1 = ζ̌D,p + lD,p
(
yp − žK,2N

)
(20c)

including the observer gain l̃ᵀp =
(
lᵀK,p, lD,p

)
∈ RN+1. The

gain is calculated according to (18) with

Ap =

(
AK,p BK,p

0 0

)
, cᵀp =

(
cᵀK,p 0

)
,

whereby the system matrix AK,p and input matrix BK,p are
used directly from (14) as well as the output matrix leading
to cᵀK,p = cᵀK,x,p − cᵀK,z,pA

−1
12,pA11,p ∈ RN based on relation

(13a) and the output relation yK,p = ( 0 cᵀ
K,z,p )

( xK,p
zK,p

)
.

Finally, the estimated disturbance is lead back to the input
by means of

uDist,p = −ζ̌D,p (21)

to compensate the disturbances occurring.

IV. VALIDATION

After a successful simulation study, the MBC was applied
and used on the exhaust aftertreatment system of an INNIO
Jenbacher engine. For the implementation, a spatial grid with
N = 5 is used for the thermal and kinetic models of the
feed-forward, the state feedback as well as the observer. A
long-term validation is done. In this context, we will take
a closer look at two scenarios, an engine start and a load
variation, from this period shown in Figure 5. The MBC is

compared against a standard PID controller that uses a simple
stoichoiometric feed-forward.
On the left side you can see a standard start-up scenario,
where the engine is run to full load. In the upper portion of
Figure 5, the load is represented by the normalized power
P (t)/Pmax shown in . Furthermore, the normalized urea
flow Q(t)/Qmax is depicted in for the PID Regler and in

for the MBC. First of all, the delay time of the thermal
system described in Section II-A is clearly shown in the in-
and outlet temperature trends in the lower figure, which result
in a temperature difference of up to 70 ◦C even when the
controller is switched on, which means a clear difference in
the reaction rates within the catalyst. A delay time of approx.
5 min is clearly visible for both starts. After reaching a limit
temperature the controller is enabled and the urea dosing is
switched on, which happens at 10:50 for both.
However, it is noticeable that the MBC overshoots signifi-
cantly less than the PID controller and is already stationary
accurate one minute before the PID controller. There is
also an overshoot, but it is much smaller compared to the
PID controller. The fluctuations of both controllers after
transient response are due to the changes of the input NOX
concentration, which shows a comparable process in both
cases.
When considering a dynamic load change, which is shown on
the right side, both controllers show an almost identical be-
havior in terms of control quality and dynamics. This shows
that the MBC is not subject to any restrictions in relation to
the PID controller. In addition, a significantly faster behavior
with respect to reaching the steady-state desired value can
be seen, especially in the start-up scenario. This contrasts
with the adjustability of the weighting factors of the state
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feedback and observer, since several measurement and test
scenarios have to be carried out for this. It is evident that the
MBC has not fully utilized its potential and could be further
optimized through additional adjustments.

V. CONCLUSION AND OUTLOOK

Within the paper, a model-based control concept for
a SCR catalyst based on distributed-parameter models of
the thermal and kinetic subsystem accounting the transport
phenomena is presented, which is used to comply with the
NOX emission restrictions. Taking into account the mate-
rial parameters and the honeycomb geometry, an adapted
thermal model was derived which correctly reproduces the
delay time. The transport processes of kinetic model can be
considered stationary w.r.t. time. Through an implementation
on an engine controller, the industrial applicability and a
comparable behavior to standard PID controller could be
demonstrated. For the next steps, the used stationary feed-
forward law should be extended by a dynamic approach as
presented by the authors in [24]. This should allow a much
better compliance with the desired behavior even in the case
of dynamic transitions. Based on this, it makes sense to
split the kinetic of the mixed NOX into NO and NO2 in
order to be able to describe the process more accurately.
Currently, the division of the nitrogen oxide concentration
does not make sense, as the system is not equipped with the
necessary sensors. However, an extension of the algorithms
to this end is easily possible. In order to further increase the
accuracy of the model, the corresponding peripheral devices
in form of urea dosing system and sensor dynamics still
has to be taken into account. Finally, engine information is
required for dynamic feed-forward, which must be provided
by an appropriate engine model. The logical consequence
would be to combine the engine controller with exhaust gas
aftertreatment in order to take the emissions in consideration
during load planning.
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