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Abstract— The current developments in electric drive sys-
tems are directed towards high rotational speeds and partial
operation in the (thermal) overload range. This makes non-
linear control theory increasingly common as the demands of
high-performance drives increase, and high computing power
becomes more accessible and available. However, high-speed
drives are also confronted with a low sample-to-fundamental
frequency ratio, which is particularly challenging for the
observer design. In this case, the accurate timing of the mea-
surements within the pulse-width modulation (PWM) pattern
becomes relevant but is mostly neglected in the observer
design. Therefore, this work investigates essential aspects of
developing nonlinear state and parameter observers (extended
Kalman filter) for induction machines, especially considering
the timing of the PWM and current measurements. An observer
is proposed, which systematically takes into account these
effects. Simulation and measurement results prove that the
proposed observer significantly improves estimation accuracy
compared to the state of the art when electric drives with a
low sample-to-fundamental frequency are considered.

I. INTRODUCTION

Typical requirements for electric drives are to be efficient
and powerful while having low costs and compact size. These
requirements are in partial conflict and, thus, need to be
weighted according to the application [1]. Observers can help
to increase efficiency and accuracy. Furthermore, the costs of
the drive can be reduced by replacing complex sensors that
would be required to measure all system states. Observers
can also be extended to estimate parameters necessary to
achieve high control accuracy in cases where the parameters
change during operation. In the example of an induction ma-
chine, a state observer is required for closed-loop operation
to avoid costly flux-measuring coils or current measurement
at the rotor. Furthermore, the rotor time constant changes due
to the temperature variations and thus must be estimated if
a costly temperature sensor should be avoided [2].

This work considers the challenges arising from the ob-
server design for induction motors used as the traction drive
in electromobility. In this application, costs must be kept
low for high production volumes; therefore, only a minimum
number of sensors is available. One specific challenge is
that the high speed, in combination with the limited PWM
frequency that typically occurs in these applications, results
in a low sample-to-fundamental frequency ratio [3], [4], [5].

Classic observers for induction machines are based either
on a voltage model of the stator or on a current model of
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the stator, see, e.g., [6]. An intuitive combination of both
models is the Gopinath-style observer [7]. This observer
topology uses the transfer function of the voltage model
with a feedback loop of the current model. The dynamic
behavior of the resulting observer is related to the choice of
the poles of the feedback loop. This observer is extensively
studied in the literature, primarily for direct torque and flux
control applications [8], [9], [10]. Time discretization of
the observer is required for the implementation on real-
time hardware. If the sampling frequency of the observer is
sufficiently high compared to the drive’s electric fundamental
frequency, the exact form of the time discretization is not
critical. Since this assumption is frequently valid, the basic
Gopinath-style observer yields good results. However, there
is a clear trend to very high rotational speed applications
in recent years, which results in increasing demands for the
time synchronization of the voltage and the current model
and the specific form of time-discretization. E.g., [11] and [5]
extended the Gopinath-style observer type for low sample-
to-fundamental frequency ratios. In particular, [11] extends
the observer design by a further current observer, and [5]
exchanges the voltage model equations by a model not
using stator current information. However, these extensions
of the basic Gopinath-style observer complicate the overall
dynamic behavior, and thus, the tuning of the observer.
This problem becomes even more severe when parameter
observers extend the state observer since then, a coupled
system of multiple observers must be considered [12].

Another approach of state and parameter estimators for
induction machines is the design of observers in the state
space instead of frequency space. These observers (referred
to as Kubota-style observers in the literature [13]) include
Luenberger observers and (nonlinear) Kalman filters [2].
Extended Kalman Filters (EKFs) provide a systematic de-
sign, which allows the inclusion of models with magnetic
nonlinearities [14] and the design of state and parameter
observers in a single step. However, time discretization is
also important in drives with low sample-to-fundamental fre-
quency ratios. A modified Euler method is proposed in [15]
to tackle this problem. However, no specific investigations
on the update step inherent to a (nonlinear) Kalman filter
have been reported for low sample-to-fundamental frequency
applications.

Therefore, this work focuses on the implementation as-
pects of a Kubota-style observer (EKF) for an induction
machine, which are relevant for low sample-to-fundamental
frequencies. The task is to estimate the state variables,
the rotor resistance, and the mutual inductance within one
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observer. The work [16] used a time-continuous Kalman filter
for this configuration, and [17] investigated it in simulations.
It is an advantageous combination of state and parameter
estimation since estimating the rotor time constant would be
sensitive to errors in the mutual inductance [18], which varies
with the flux linkage level due to saturation [19].

The main contribution of this paper is a systematic and
meticulous study of the synchronization between current
measurements and the pulse-width modulation (PWM) pat-
tern. In particular, the position of the current measurements
at the center of a PWM period is crucial for the correc-
tion step of the observer. Another indispensable factor in
achieving high observer accuracy is the choice of the time-
discretization method for the prediction step. It will be shown
by simulation and measurement results that these practical
aspects are of significant importance in attaining the required
estimation accuracy when confronted with scenarios charac-
terized by low sample-to-fundamental frequency ratios.

The paper is structured as follows: In Section II, the
induction machine model is introduced, including modeling
the current measurement, and a discrete-time formulation.
Section III presents the observer design, and simulation and
experimental results are given in Section IV.

II. MODEL

A. Induction machine model

A Γ space vector model of an induction machine is
used within this work. Therein, all quantities x of the
model are represented in the orthogonal αβ−frame, i.e.,
xαβ = [xα, xβ ]

T, that are related to the three-phase quan-
tities xabc = [xa, xb, xc]

T via the power invariant Clarke
transformation [20],

xαβ = Txabc, T=

√
2

3

[
1 − 1

2 − 1
2

0
√
3
2 −

√
3
2

]
. (1)

The Γ-model of a squirrel cage induction machine in a stator-
fixed reference frame reads as

dΨs

dt
= −Rsis + us (2a)

dΨr

dt
= −Rrir + ωJΨr, (2b)

with the stator flux Ψs, the rotor flux Ψr, the stator voltage
us, the stator current is, the rotor current ir, the stator
resistance Rs, and the rotor resistance Rr, see, e.g., [20].
ω = ωmZp is the electrical speed, with the mechanical
angular speed ωm and the number of pole pairs Zp. The
orthogonal rotation matrix J is defined as

J =

[
0 −1
1 0

]
. (3)

The rotor and stator flux are described by the flux linkage
equations in the form

Ψs =M (is + ir) (4a)
Ψr =Lσir +Ψs, (4b)

with the mutual inductance M and the leakage inductance
Lσ . Applying the co-energy principle gives the torque T of
the machine in the form

T =
Zp

Lσ
ΨT

s JΨr. (5)

Using the state xT =
[
ΨT

s , ΨT
r

]T
and eliminating the

stator current
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LσM
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0
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] [
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]
(6)

and rotor current ir = (Ψr − Ψs)/Lσ results in the state-
space representation

d
dt

[
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]
= A
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]
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with
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 . (8)

B. Voltage signal

A two-level PWM inverter with the dc link voltage udc

and the PWM frequency fs drives the machine. A center
symmetric PWM waveform is used, which yields the three
terminal voltages

un =


0 kTs ≤ t < Ts

(
k +

1−χn,k

2

)
udc Ts

(
k +

1−χn,k

2

)
≤ t < Ts

(
k +

1+χn,k

2

)
0 Ts

(
k +

1+χn,k

2

)
≤ t < (k + 1)Ts

(9)
for n ∈ {a, b, c}. Therein, it is assumed that during one
PWM cycle of length Ts = 1/fs (sampling time), the duty
cycle χabc,k = [χa,k, χb,k, χc,k]

T, 0 ≤ χn,k ≤ 1, of the
three phases is kept constant. The time index k is used to
denote the value of a discrete-time or continuous-time signal
at t = kTs.

For the subsequent observer design, a simplified model
utilizing the average voltages over one PWM cycle ūabc,k =
udcχabc,k and ūs,k = udcχαβ,k will be used. This simplifi-
cation significantly reduces the complexity and corresponds
to the state of the art for PWM signals [21].

C. Current measurement

Two ways of measuring the stator current are investigated.
In the first method, the stator currents of the machine are
measured by oversampling and averaging over one PWM
cycle in the form

ĭabc,k =
1

N

N−1∑
j=0

iabc

((
k − 1 +

j

N

)
Ts

)
(10)
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with the oversampling ratio N . Consequently, ĭs,k = Tĭabc,k
holds. The second, simpler method utilizes a single current
measurement in the center of the PWM period, i.e.

ĩabc,k = iabc

((
k − 1

2

)
Ts

)
(11)

and thus ĩs,k = Tĩabc,k.

D. Design model

Based on these sub-models, the overall design model
for the observer can be derived. The model is extended
by the uncertain model parameters Rr and M , which are
assumed to be unknown but constant, cf. [22]. This yields
the extended state xobs = [Ψs,α,Ψs,β ,Ψr,α,Ψr,β ,M,Rr]

T

and renders the model nonlinear. Additionally, process noise
w = [ws,α, ws,β , wr,α, wr,β , wM , wRr

]
T and measurement

noise v =
[
visα visβ

]T
considered for the observer design.

The system equations for the observer design then read as

d
dt


Ψs,α

Ψs,β

Ψr,α

Ψr,β

M
Rr


︸ ︷︷ ︸

xobs

=

[
A (M,Rr)

0

]

Ψs,α

Ψs,β

Ψr,α

Ψr,β

M
Rr

+
[
ūs

0

]
+


ws,α

ws,β

wr,α

wr,β

wM

wRr


︸ ︷︷ ︸

f(xobs,u,w)

(12)

and the stator current (6) is used as the measured system
output

y =

[
is,α
is,β

]
+

[
visα
visβ

]
= h (xobs) + vk. (13)

The nonlinear differential equation (12) must be solved
in the predictor step of the nonlinear observer (extended
Kalman filter, EKF). The explicit Euler method is frequently
used for this task due to its simplicity [14]. However, at
low sample-to-fundamental frequency ratios, the method can
lead to inaccurate solutions and even result in an unstable
system, e.g., [23], [15]. Therefore, the more accurate explicit
fourth-order Runge-Kutta method is used for the discrete-
time representation of the system. For a time step Ts/2, this
method is given in the form

xobs,k+ 1
2
=xobs,k +

Ts

2
fs (xobs,k, ūs,k,wk)︸ ︷︷ ︸

F(xobs,k,ūs,k,wk)

(14a)

yk =h (xobs,k) + vk = is,k + vk, (14b)

with

k1 =f (xobs,k, ūs,k,wk) (15a)

k2 =f

(
xobs,k +

Ts

4
k1, ūs,k,wk

)
(15b)

k3 =f

(
xobs,k +

Ts

4
k2, ūs,k,wk

)
(15c)

k4 =f

(
xobs,k +

Ts

2
k3, ūs,k,wk

)
(15d)

fs =
1

6
(k1 + 2k2 + 2k3 + k4) . (15e)

III. OBSERVER DESIGN

As mentioned before, adding the parameters to the state
to be estimated yields a nonlinear system. Thus, applying
nonlinear observers to achieve high estimation accuracy is
meaningful. In this work, an EKF is designed using the
machine model from Section II. Toylat et al. reviewed
different state and parameter estimation methods in [2]. It
is mentioned that the disadvantage of an EKF is that it is
computationally expensive. However, the substantial increase
in computing power in recent years has rendered EKF
feasible even for high-speed applications. The basic approach
of the observer is similar to [16] and [17], where the machine
parameters M and Rr are also estimated in addition to the
flux linkages. However, in these works, the relevant timing
aspects for low sample-to-fundamental frequency ratios are
not systematically considered.

x̂k−1 x̂k x̂k+1 x̂k+2

ūs,k−1

ūs,k

ūs,k+1

ūs,k+2

ĩs,k

ĩs,k+1

ĩs,k+2

(k−1)Ts kTs (k+1)Ts (k+2)Ts t

Fig. 1. Timing diagram for the observer design.

As explained in [24], the measured current values cor-
respond to the values in the middle of the PWM period,
regardless of whether the sensor system measures the current
in the center of the period (11) or by oversampling (10), see
Figure 1. This effect is taken into account by discretizing
the system by half-period steps. The current measurement
system ĩs,k, which is defined at t =

(
k − 1

2

)
Ts, is used

for the corrector step with the output equation (14b), i.e.
yk− 1

2
= ĩs,k. The corrector step of the proposed EKF then

reads as

C =
∂

∂xobs
h (xobs)

∣∣∣∣
xobs=x̂−

obs,k− 1
2

(16a)

L = P−
k− 1

2

CT
(
CP−

k− 1
2

CT +R
)−1

(16b)

ŷ−
k− 1

2

= h
(
x̂−
obs,k− 1

2

)
(16c)

x̂+
obs,k− 1

2

= x̂−
obs,k− 1

2

+ L
(
yk− 1

2
− ŷ−

k− 1
2

)
(16d)

P+
k− 1

2

= (I− LC)P−
k− 1

2

, (16e)

with the identity matrix I. The predictor step from x̂+
obs,k− 1

2
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to x̂+
obs,k is given by using ūs,k−1 in the form

Φ =
∂

∂xobs
F (xobs, ūs,k−1,0)

∣∣∣∣
xobs=x̂+

obs,k− 1
2

(17a)

G =
∂

∂wk
F
(
x̂obs,k− 1

2
, ūs,k−1,wk

)∣∣∣∣
wk=0

(17b)

x̂−
obs,k = F

(
x̂obs,k− 1

2
, ūs,k−1,0

)
(17c)

P−
k = ΦP+

k− 1
2

ΦT +GQGT, (17d)

see, e.g., [22] for the theory and basics of EKF. In (17), Q
and R denote the positive definite covariance matrices of the
process noise w and the measurement noise v, respectively.
P0 and x̂obs,0 are specified as initial values.

The observer is called at t = kTs since the real-time
system is aligned with the update of the control input.
To approximately compensate for the calculation time of
the observer and the controller, it is meaningful to use a
prediction to t = (k + 1)Ts. Thus the observer is calculated
following the sequence:

• Update x̂−
obs,k− 1

2

to x̂+
obs,k− 1

2

using ĩs,k, using (16)

• Predict x̂+
obs,k− 1

2

to x̂−
obs,k with ūs,k−1, using (17)

• Predict x̂−
obs,k to x̂−

obs,k+ 1
2

with ūs,k, using (17)

• Predict x̂−
obs,k+ 1

2

to x̂−
obs,k+1 with ūs,k, using (17)

It is important to note that the chosen machine parameters
cannot be estimated at every operating point. E.g., the rotor
resistance is not observable if there are no rotor currents [20].
To take this into account in the observer, the update steps of
R̂r, and the corresponding entries in the covariance matrix
Pk, are not executed at low rotor currents.

As stated before, the main innovation of the proposed
observer is the exact timing of the observer, as described
in (16) and (17). In order to show the improvement of this
timing, the observer will be compared to an EKF, which uses
the timing typically utilized in the literature. In particular,
the exact timing of the current measurement point is not
considered in the sequence of the classic EKF:

• Update x̂−
obs,k to x̂+

obs,k using ĩs,k
• Predict x̂+

obs,k to x̂−
obs,k+1 with ūs,k

IV. SIMULATION AND EXPERIMENTAL RESULTS

The proposed observer is first investigated by simula-
tions. To do so, the detailed continuous-time model of
the induction machine, including the PWM according to
(9), is implemented using Matlab/Simulink. The EKF is
combined with a classic field-oriented control strategy [25],
which allows control of the test machine’s torque using
the proposed observer’s estimated states and parameters.
These simulations are performed at three different sampling
times (PWM frequencies fs = 10 kHz, fs = 1kHz, and
fs = 500Hz) at rotational speeds up to 1500 rpm. A single
current measurement in the center of the PWM period is
used for these simulation studies, see (11).

Remark 1: The speed of 1500 rpm at a PWM frequency
fs = 500Hz corresponds to a sample-to-fundamental fre-

quency ratio of 20, which is a low value for practical appli-
cations, e.g., [11]. It is the same ratio as in an automotive
traction drive with an electrical speed of 30 krpm and 10 kHz
PWM frequency [3], [4]. It must be noted that the low PWM
frequency of fs = 500Hz is utilized since the test bench
used for the experimental results has a limited speed range
of approx. 2000 rpm. Thus, a low PWM frequency is chosen
to obtain a low sample-to-fundamental frequency ratio.

Table I shows the main parameters of the used machine.
The covariance matrix R of the measurement noise is

TABLE I
MACHINE PARAMETERS.

M Lσ Rr Rs Zp

35.0mH 5.7mH 254mΩ 217mΩ 1

adjusted to match the measured noise on the test bench.
The entries of the process disturbances’ covariance matrix
are tuned in simulations, where the entries for Rr and M
are chosen to yield a sufficiently slow estimation. The initial
values for P0 and x̂obs,0 are chosen empirically. The selected
parameters are listed in Table II. For the assessment of

TABLE II
EKF CONFIGURATION

Q T 2
s diag

(
100, 100, 100, 100, 1.2 · 10−3, 0.64

)
R 1.5 · 10−4I
P0 diag

(
10−5, 10−5, 10−5, 10−5, 10−8, 10−7

)
x̂obs,0

[
0, 10−3, 0, 10−3, 0.035, 0.254

]T
the observer accuracy, the difference between the estimated
torque T (x̂obs) and the simulated torque T is used, i.e.,
eT = T − T (x̂obs), since it is of primary importance.

Figure 2 shows the simulation results for various rotational
speeds and torques. Both the results of the proposed esti-
mator (prop.) and the classic EKF implementation (classic)
are depicted. It can be seen that both observers have a very
high estimation accuracy for a high sampling rate of 10 kHz.
For lower PWM frequencies and thus lower sample-to-
fundamental frequency ratios, the advantages of the proposed
observer become evident. In particular, for the very low value
of fs = 500Hz, the classical observer yields large deviations,
while the proposed method is able to keep a high estimation
accuracy.

To show the practical feasibility, the described observer
was also evaluated on a test bench, see [26] for more details
of the test bench. The observer and the control strategy are
implemented on a dSPACE real-time system, and a load
machine allows the adjustment of the rotational speed of the
setup. One main limitation of test bench measurements is that
it is difficult to obtain accurate torque measurements due to
inherent friction. Furthermore, the exact machine parameters
are unavailable, yielding model deviations from the real
motor. Since the main task of the measurements is to evaluate
the influence of the sample-to-fundamental frequency ratio
on the estimation accuracy, and since it was shown in simula-
tion that for 10 kHz, the proposed and the classical observer
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Fig. 2. Simulation results for sample frequencies of fs = 500Hz, fs = 1kHz and fs = 10 kHz.

have similar good results, the results in Figure 3 give the
deviation of the measurements at 1 kHz and 500Hz to the
results at 10 kHz, i.e., eT,10 = T (x̂obs,10 kHz) − T (x̂obs),
eRr,10 = R̂r,10 kHz − R̂r and eM,10 = M̂10 kHz − M̂ .

The results in Fig. 3 show that the proposed observer
strategy gives significantly better results than the classical
observer, although the overall errors increase compared to
the simulation results. This can be partially attributed to the
fact that the errors also include the control error since achiev-
ing high control accuracy at a low sample-to-fundamental
frequency ratio is difficult. To show that this effect is also
relevant in the simulation results when referring the results
at 1 kHz and 500Hz to the results at 10 kHz, Fig. 3 also
shows the corresponding simulation results. The simulation
and measurement results are in good agreement. Thus, it can
be concluded that the estimation accuracy for the torque in
the measurements is similar to the simulation results.

Another important issue is the accuracy and feasibility
of the estimated parameters. It can be seen that while the
proposed observer yields physically meaningful parameters

in all scenarios, the classical approach partially gives un-
reasonable results, in particular for M . It is important to
note that it is, of course, expected that M can vary due
to magnetic saturation. The large deviations of the classical
observer in the experiments can not be physically explained.
While this may be fine for the torque accuracy in a given ap-
plication, it may still affect the performance of a controller or
trajectory planning algorithm that uses incorrectly estimated
parameters.

V. CONCLUSIONS

This work investigated the practical timing aspects of
implementing an observer for induction machines, partic-
ularly for low sample-to-fundamental frequency ratios. It
was shown that since the current measurement is typically
performed in the center of a PWM, the corrector step of
state-space observers must be performed considering the
state at this time. Furthermore, it was demonstrated how
to consider the timing of the predictor steps correctly. The
simulation and experimental results proved that the pro-
posed observer strategy significantly improves the estimation
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Fig. 3. Measurements with sample frequencies of fs = 500Hz and fs =
1kHz.

accuracy compared to a classical approach that does not
account for this effect. The correct consideration of the
timing of the measurements within the observer design will
have an increasing relevance due to the trend for motor
construction with very high rotational speed with limited
PWM frequencies of the inverter.
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