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Abstract— An input-output approach to stability analysis is
explored for networked systems with uncertain link dynamics.
The main result consists of a collection of integral quadratic
constraints, which together imply robust stability of the un-
certain networked system, under the assumption that stability
is achieved with ideal links. The conditions are decentralized
inasmuch as each involves only agent and uncertainty model
parameters that are local to a corresponding link. This makes
the main result, which imposes no restriction on network
structure, suitable for the study of large-scale systems.

Index Terms— Input-Output Methods, Integral-Quadratic
Constraints (IQCs), Scalable Network Robustness Analysis

I. INTRODUCTION

Large-scale networks of dynamical systems arise in di-
verse contexts, including power and water distribution, trans-
portation, manufacturing, ecology, and economics. Such net-
works have been studied in systems and control theoretic
terms for many years; e.g., see [1], [2] for state-space
methods, and [3], [4] for input-output methods.

An input-output approach is pursued in this paper. The
aim is to devise scalable conditions for assessing the ro-
bustness of networked system stability to uncertainty in
the link dynamics. This aim is achieved via application of
the well-known integral quadratic constrainst (IQC) based
robust stability theorem from [5], to a structured feedback
interconnection model of the network, along lines related to
the work reported in [6]–[10]. Unlike [8], [9], scalability is
achieved without particular restrictions on network structure.

The developments here are most closely related to [10],
where an approach to decomposing global IQC stability
certificates is proposed for a structured feedback intercon-
nection. However, the analysis underpinning [10, Theorem 1]
is not directly applicable to the model formulated here. This
stems from the subsequent focus on link uncertainty relative
to the ideal unity link, as is common in the study of cyber-
physical systems [11], [12], and the use of a permutation
‘routing’ matrix to encode network structure, as in [13]. The
difference is overcome by expanding upon ideas from [10],
and leveraging a structured coprime factorization of the ideal
network dynamics.

The paper is organized as follows: Various preliminaries
are established next. The structured feedback model of a
networked system with uncertain links is given in Section III.
The IQC robust stability theorem is then applied in Sec-
tion IV, to arrive at a structured robust stability condition
that is amenable to link-wise decomposition for decentralized
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verification, as explored in Section V. Some concluding
remarks are provided in Section VI.

II. PRELIMINARIES

A. Basic notation

The natural, real, and complex numbers are denoted by N,
R, and C, respectively. Given i < j ∈N, [i : j] := {k ∈N | i ≤
k ≤ j}, and R•α := {β ∈R | β •α} for given order relation
• ∈ {>,≥,<,≤}.

With F ∈ {R,C}, the p-dimensional Euclidean space over
F is denoted by Fp, for p∈N. Given x∈Fp, for i∈ [1 : p], the
scalar xi ∈ F denotes the i-th coordinate. The vector 1p ∈Rp

is such that (1p)i = 1 for every i ∈ [1 : p].
Fp×q denotes the space of p×q matrices over F, for p,q∈

N. The identity matrix is denoted by Ip ∈ Fp×p, the square
zero matrix by Op ∈ Fp×p, and the respective p×q matrices
of ones and zeros by 1p×q and 0p×q. Given M ∈ Fp×q, for
i ∈ [1 : p], j ∈ [1 : q], the respective matrices M(·, j) ∈ Fp×1 ∼
Fp, and M(i,·) ∈ F1×q, denote the j-th column, and i-th row.
Further, M(i, j) ∈ F denotes the entry in position (i, j). Given
x ∈ Fp, the matrix M = diag(x)∈ Fp×p is such that M(i,i) = xi
and M(i, j) = 0, j ̸= i ∈ [1 : p], whereby Ip = diag(1p). The
transpose of M ∈Fp×q is denoted by M′ ∈Fq×p, and M∗= M̄′

denotes the complex conjugate transpose. For Mi = M∗
i ∈

Fp×p, i ∈ {1,2}, Mi ≻ 0 means there exists ε > 0 such that
x∗Mix ≥ εx∗x for all x ∈ Fp, Mi ⪰ 0 means x∗Mix ≥ 0 for all
x∈Fp, and M1 ⪰ (resp. ≻)M2 means M1−M2 ⪰ (resp. ≻)0.

B. Signals and systems

The Hilbert space of square integrable signals v = (t ∈
R≥0 7→ v(t) ∈ Rp) is denoted by Lp

2 , where the inner-
product ⟨v,u⟩ :=

∫
∞

0 v(t)′u(t)dt and norm ∥v∥2 := ⟨v,v⟩1/2

are finite; the superscript is dropped when p = 1. The
corresponding extended space of locally square integrable
signals is denoted by Lp

2e; i.e., v : R≥0 → Rp such that
πτ(v) ∈ Lp

2 for all τ ∈ R≥0, where (πτ(v))(t) := f (t) for
t ∈ [0,τ), and (πτ(v))(t) := 0 otherwise. The composition of
maps F : Lp

2e 7→Lr
2e and G : Lq

2e 7→Lp
2e is denoted by F ◦G :=

(v 7→ F(G(v)), and the direct sum by F ⊕G := ((u,v) 7→
(F(u),G(v))). Similarly,

⊕n
i=1 Gi = G1 ⊕·· ·⊕Gn. When G

is linear, in the sense (∀α,β ∈R) (∀u,v∈Lq
2e) G(αu+βv)=

αG(u)+βG(v), the image of v under G is often written Gv,
and in composition with another linear map the ◦ dropped.
The action of a linear system G : Lq

2e → Lp
2e corresponds

to the action of p · q scalar systems G(i, j) : L2e → L2e,
i ∈ [1 : p], j ∈ [1 : q], on the coordinates of the signal vector
input associated with Lq

2e ∼ L2e × ·· · × L2e; i.e., (Gv)i =

∑
q
j=1 G(i, j)v j. Matrix notation is used to denote this.

2024 European Control Conference (ECC)
June 25-28, 2024. Stockholm, Sweden

Copyright ©2024 EUCA 1215



A system is any map G : Lq
2e → Lp

2e, with G(0) = 0,
that is causal in the sense πτ(G(u)) = πτ(G(πτ(u)) for all
τ ∈R≥0. It is called stable if u ∈ Lq

2 implies G(u) ∈ Lp
2 and

∥G∥ := sup0̸=v ∥G(u)∥2/∥u∥2 <∞. The composition of stable
systems is therefore stable. The feedback interconnection
with system ∆ : Lp

2e → Lq
2e is well-posed if for all (dy,du) ∈

Lp
2e ×Lq

2e, there exists unique (y,u) ∈ Lp
2e ×Lq

2e, such that

y = G(u)+dy, u = ∆(y)+du, (1)

and [[G,∆]] := ((dy,du) 7→ (y,u)) is causal; see Figure 1. If, in
addition, ∥[[G,∆]]∥< ∞, then the closed-loop is called stable.

G

∆+
+

+
+

ydy

u du

Fig. 1: Standard feedback interconnection.

Lemma 1. If G : Lq
2e → Lp

2e and ∆ : Lp
2e → Lq

2e are both
stable, and G is linear, then the following are equivalent:

i) [[G,∆]] is stable;
ii) (Ip − G ◦ ∆) : Lp

2e → Lp
2e has a causal inverse that is

also stable, where pointwise multiplication by Ip is not
distinguished from the matrix for convenience.

Proof. See Appendix.

The following result is a well-known robust feedback
stability theorem, taken from [5]:

Theorem 1. Given stable system ∆ : Lp
2e →Lq

2e, and bounded
linear self-adjoint Π : Lp

2 × Lq
2 → Lp

2 × Lq
2 , in the sense

⟨g1,Πg2⟩= ⟨Πg1,g2⟩ for all g1,g2 ∈ Lp
2 ×Lq

2 , suppose

⟨(y,u),Π(y,u)⟩ ≥ 0, (2)

with u = α∆(y), for all y ∈ Lp
2 , and α ∈ [0,1]. Further, given

stable G : Lq
2e 7→ Lp

2e, suppose [[G,α∆]] is well-posed for all
α ∈ [0,1], and there exists ε > 0 such that

⟨(y,u),Π(y,u)⟩ ≤ −ε∥u∥2
2, (3)

with y = G(u), for all u ∈ Lq
2 . Then, [[G,∆]] is stable.

Remark 1. The complementary constraints in (2) and (3)
are IQCs.

C. Graphs
Let G = (V ,E ) be a simple (self-loopless and undirected)

graph, where V = [1 : n] is the set of n ∈ N vertices, and
E ⊂ {{i, j} | i, j ∈ V } is the set of m = |E | ∈ N edges. The
set Ni := { j | {i, j} ∈ E } comprises the neighbours of i ∈ V .
Further, Ei := {{i, j} | j ∈Ni} is the neighbourhood edge set,
Gi := G [Ei] is the Ei-induced sub-graph of G , and bijective
κEi : Ei → [1 : mi] denotes a fixed enumeration of Ei. Similarly,
bijective κE : E → [1 : m] denotes a fixed enumeration of the
edge set E .

III. NETWORKED SYSTEM MODEL

Consider a network of n ∈ N dynamic agents, coupled
according to the simple graph G = (V ,E ). The vertex set
V := [1 : n] corresponds to a fixed enumeration of the agents,
and m := |E | is the number of edges, defined such that
{i, j} ∈ E if the output of agent i ∈ V is shared as an input
to agent j ∈ V , and vice-versa; see Figure 2. It is assumed
that the number of neighbours mi := |Ni| ≥ 1 for all i ∈ V .
To tame the notation, each agent has a single output, and
multiple inputs, one for each neighbour. The corresponding
input-output system Hi : Lmi

2e → L2e is taken to be linear and
stable, with vector input signal coordinate order fixed by the
neighbourhood edge-set enumerations κEi .

1

2

34

1

2

34
Fig. 2: Example network graph G (left) and corresponding
sub-system graph Gs (right). The sub-system graph has 2m=
8 vertices and m = 4 edges, while the network graph has
n = 4 nodes and m = 4 edges.

The network of agents can be modelled as the feedback
interconnection of structured open-loop systems. To this end,
noting that ∑

n
i=1 mi = 2m, define the block diagonal systems

H :=
n⊕

i=1

Hi : L2m
2e → Ln

2e, (4a)

T :=
n⊕

i=1

1mi×1 : Ln
2e → L2m

2e , (4b)

and R :=
n⊕

i=1

( mi⊕
k=1

Ri,k
)

: L2m
2e → L2m

2e , (4c)

where 1mi×1 : L2e → Lmi
2e denotes pointwise multiplication by

the matrix 1mi×1, and the system Ri,k : L2e → L2e represents
the stable but possibly nonlinear link dynamics from agent
i ∈ V to the neighbour j ∈Ni for which {i, j}= κ

−1
Ei

(k). For
an ideal link Ri,k, is pointwise multiplication by the scalar 1.
Given these components, the networked system corresponds
to the structured feedback interconnection [[P,R ◦ T ◦ H]]
shown in the top left of Figure 3, where P : L2m

2e → L2m
2e

is pointwise multiplication by the permutation matrix that
‘routes’ the link outputs to the agent inputs in accordance
with G , and the fixed neighbourhood edge-set enumerations
κEi . More specifically, for each i ∈ V , k ∈ [1 : mi], and
r ∈ [1 : 2m], the corresponding entry of this permutation
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P

R◦T ◦H+
+

+
+

vdv

w dw

H ◦P

R◦T

+
+

ṽ

w̃ dw +P−1dv

H ◦P

R◦T

T

T

+
+

−
+

+
+

ṽ

y

u

w̃

d

∆

G

ṽ

Fig. 3: Networked system model [[P,R ◦ T ◦ H]], and loop
transformations for robust stability analysis.

matrix is given by

P(∑i
h=1 mh−mi+k,r)=


1 if r=∑

j
h=1mh−m j+κE j({i, j})

with j ∈ κ
−1
Ei

(k)\{i},
0 otherwise.

(5)

The matrix P = P′ = P−1 is the adjacency matrix of an
undirected 1-regular sub-system graph G̃ := (Ṽ , Ẽ ), with 2m
vertices and m edges. More specifically, the disjoint union⊔

e∈E G [e] of the two-vertex sub-graphs induced by each edge
of the network graph G = (V ,E ); see Figure 2. As such,

P = D−L = I2m −
m

∑
k=1

Lk, (6)

where the degree matrix D = I2m because G̃ is 1-regular, and
the graph Laplacian decomposes as

L =
m

∑
k=1

Lk =
m

∑
k=1

B(·,k)B
′
(·,k) = BB′, (7)

with incidence matrix B ∈ R2m×m defined by B(r,k) := 1,
B(s,k) := −1, and B(l,k) := 0 for l ∈ [1 : 2m] \ {r,s}, with
{r,s} = κ

−1
Ẽ

(k), for k ∈ [1 : m]. The enumeration κ
Ẽ

is
taken to be compatible with the enumerations κEi , and the
definition of P in (5). The edge orientation is arbitrary.

As above, for convenience throughout, the system cor-
responding to pointwise multiplication by a matrix is not
distinguished from the matrix. Since P = P−1 : L2e → L2e
are linear and stable systems, stability of [[P,R ◦ T ◦H]] is
equivalent to stable invertibility of (I2m − (R◦T )◦ (H ◦P)),
where the parenthetic grouping separates the link dynamics
from the agent dynamics. The equivalence, illustrated in the
left-hand side of Figure 3, is formally established below.

Lemma 2. [[P,R◦T ◦H]] is stable if, and only if, the stable
system (I2m − (R◦T )◦ (H ◦P)) has a stable inverse.

Proof. Since R ◦T ◦H : L2m
2e → L2m

2e and P : L2e → L2e are
both stable by hypothesis, and P is linear, Lemma 1 applies to
give [[P,R◦T ◦H]] is stable if, and only if, (I−P◦(R◦T ◦H))
has a stable inverse. Further, since P−1 = P, it follows that
(I−P◦(R◦T ◦H))=P◦(I−(R◦T )◦(H ◦P))◦P−1, whereby

stable invertibility of (I −P ◦ (R ◦ T ◦H)) is equivalent to
stable invertibility of (I − (R◦T )◦ (H ◦P)).

The focus of subsequent developments is on the robustness
of network stability to link uncertainty specified with respect
to the ideal unity link. To this end, define

∆ := (R− I2m)◦T, (8)

with the stable systems R and T as per (4), whereby ∆ : Ln
2e →

L2m
2e is stable. Then, provided (P−T ◦H) has a stable inverse,

with H and P as per (4) and (5), stable invertibility of (I −
(R◦T )◦ (H ◦P)), and therefore, stable network dynamics, is
implied by stability of the feedback interconnection [[G,∆]],
where

G := H ◦ (P−T ◦H)−1. (9)

This implication, illustrated on the right-hand side of Fig-
ure 3, is established more formally below.

Assumption 1. The network with ideal links is stable in the
sense that [[P,T ◦H]] is stable.

Remark 2. In view of Lemma 1, stability of the ideal
network [[P,T ◦ H]] is equivalent to stable invertibility of
(I2m −P ◦ T ◦H), and thus, stable invertibility of (P− T ◦
H) = P ◦ (I2m −P ◦T ◦H), by the linearity of P−1 = P. So
under Assumption 1, G in (9) is stable.

Theorem 2. Under Assumption 1, if [[G,∆]] is stable, with
G as per (9), and ∆ as per (8), then the networked system
model [[P,R◦T ◦H]] is stable. Further, when ∆ is also linear,
stability of [[P,R◦T ◦H]] implies stability of [[G,∆]].

Proof. By Lemma 2, the networked system [[P,R◦T ◦H]] is
stable if, and only if, (I2m − (R ◦T ) ◦ (H ◦P)) has a stable
inverse.

With reference to Figure 3, suppose [[G,∆]] is stable, so
that for every d ∈L2m

2e , there exists unique (y,u)∈Ln
2e×L2m

2e ,
with causal dependence on d, such that u = (∆ ◦G)(u) +
d = ∆(y) + d = −Ty + (R ◦ T )(y) + d, and y = Gu = H ◦
(P−T ◦H)−1u. Further, ∥u∥2 ≤ cu∥d∥2, and ∥y∥2 ≤ cy∥d∥2
when d ∈ L2m

2 , for some fixed cu,cy ∈ R>0. In particular,
u 7→ d is a bijection L2m

2e → L2m
2e , and the inverse d 7→ u is

stable. Let w̃ := (I2m −T ◦H ◦P)−1u = P ◦ (P−T ◦H)−1u.
In view of Assumption 1, and Remark 2, w̃ ∈ L2m

2 , and
∥w̃∥2 ≤ cw∥u∥2 ≤ cw · cu∥d∥2 when d ∈ L2m

2 , for some fixed
cw ∈ R>0. Observe that w̃ depends causally on u, and thus,
on d. Further, (H ◦P)w̃ = Gu = y, since P−1 = P, and u =
w̃−(T ◦H ◦P)w̃= w̃−Ty. As such, w̃−Ty= u=−Ty+((R◦
T )◦(H ◦P))(w̃)+d, and thus, (I−(R◦T )◦(H ◦P))(w̃) = d.
So (d 7→ w̃) is a stable right inverse of (I−(R◦T )◦(H ◦P))=
(w̃ 7→ d). That it is also the left inverse follows from the fact
that (I − (R◦T )◦ (H ◦P)) is injective. This can be seen by
contradiction. Suppose there exist w̆ ̸= w̃ ∈ L2m

2e such that
(I − (R ◦T ) ◦ (H ◦P))(w̆) = (I − (R ◦T ) ◦ (H ◦P))(w̃), then
d := w̆− (R◦T )(y̆) = w̃− (R◦T )(ỹ) with y̆ = (H ◦P)w̆, and
ỹ = (H ◦P)w̃. Further, ŭ = w̆−T y̆ and ũ = w̃−T ỹ are such
that Gŭ= y̆, Gũ= ỹ, ŭ=∆(y̆)+d, and ũ=∆(ỹ)+d, whereby
ŭ = ũ and y̆ = ỹ since [[G,∆]] is well-posed. Therefore,
w̆− w̃ = (R◦T )(y̆)−(R◦T )(ỹ) = 0, which is a contradiction.
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Similarly, if (I−(R◦T )◦(H ◦P)) has a stable inverse, then
for every d ∈ L2m

2e , there exists unique w̃ = ((R ◦ T ) ◦ (H ◦
P))(w̃)+ d = (R ◦T )(ṽ)+ d, where ṽ = (H ◦P)w̃. The map
d 7→ w̃ is causal, and ∥w̃∥2 ≤ c∥d∥2 when d ∈ L2m

2 , for some
fixed c ∈ R>0. As above, u = w̃−Ty, with y = (H ◦P)w̃, is
such that y=Gu, and u=∆(y)+d = (∆◦G)(u)+d. So (d 7→
u) is a right inverse of (I2m−∆◦G). It is also the left inverse,
since it can be established that (I2m − ∆ ◦ G) is injective,
for otherwise the uniqueness of w̃ can be contradicted along
similar lines to the related argument above. Therefore, (I2m−
∆◦G) has a stable inverse, which implies stability of [[G,∆]]
by Lemma 1, if ∆ is also linear.

Remark 3. Let

N := H, and M := (P−T ◦H), (10)

with T , H, and P, as in (4) and (5). Under Assumption 1,
(N, M) is a right coprime factor pair for the stable system
G = H ◦ (P − T ◦ H)−1 in (9). In particular, N and M
are stable, M−1 is stable, and 02m×n ◦N +M−1 ◦M = I2m;
see [14] for more on coprime factorizations and feedback.
Importantly, these coprime factor pairs are structured, and
y = Gu with (y,u) ∈ Ln

2 ×L2m
2 if, and only if, there exists

z ∈ L2 such that u = Mz, and y = Nz. These features are
exploited subsequently to enable structured application of
Theorem 1, despite the potential lack of structure in G due
to the factor (P−T ◦H)−1, which may become unstructured
even though P, and T ◦H, are structured.

IV. ROBUST STABILITY ANALYSIS

Theorem 1 is applied below to asses the stability of the
uncertain network model [[P,R ◦ T ◦ H]]. This is achieved
via Theorem 2, and analysis of [[G,∆]] under Assumption 1
regarding stability of the network with ideal links, whereby
G = H ◦ (P − T ◦ H)−1 in (9) is stable. In particular, the
developments lead to a collection of conditions that are
together sufficient for stability of [[G,∆]]. Decentralized ver-
ification of this stability certificate is explored in Section V.
There it is shown how to formulate collectively sufficient
conditions, each involving only model data that is local to
a corresponding link, and to a component of the uncertainty
description, as per the stable system ∆ = (R − I2m) ◦ T =
⊕n

i=1∆i in (8), where

∆i = (⊕mi
k=1Ri,k − Imi)◦1mi×1, i ∈ V = [1 : n].

Recall that m = |E |, and mi = |Ni|, where G = (V ,E ) is the
network graph, and Ni is the set of agent i ∈ V neighbours.

The approach is underpinned by IQC characterization of
the link uncertainty ∆; i.e., the existence of a bounded linear
self-adjoint operator Φ : (Ln

2 ×L2m
2 )→ (Ln

2 ×L2m
2 ) such that

for all α ∈ [0,1], and y ∈ Ln
2 ,

⟨(y,u),Φ(y,u)⟩ ≥ 0, (11)

with u = α∆(y). Such Φ can be constructed from corre-
sponding IQCs ⟨(yi,ui),Φi(yi,ui)⟩ ≥ 0 for all α ∈ [0,1], and
yi ∈ L2 , with ui = α∆i(yi), given bounded linear self-adjoint

Φi :=
[

Φ1,i Φ2,i
Φ∗

2,i Φ3,i

]
: L2 ×Lmi

2 → L2 ×Lmi
2 , i ∈ V = [1 : n];

where the superscript ∗ here denotes the Hilbert adjoint, such
that ⟨y,Φ2,iu⟩= ⟨Φ∗

2,iy,u⟩ for all (y,u) ∈ Ln
2 ×L2m

2 (it exists
for all bounded linear operators between Hilbert spaces like
L2 [15].) Given such IQC characterizations of the uncertain
links, the bounded linear self-adjoint operator

Φ =

[
Φ1 Φ2
Φ∗

2 Φ3

]
=

[⊕n
i=1 Φ1,i

⊕n
i=1 Φ2,i⊕n

i=1 Φ∗
2,i

⊕n
i=1 Φ3,i

]
is such that (11) holds with u = α∆(y) = (

⊕n
i=1 α∆i)(y),

and y = (y1, . . . ,yn). As such, by Theorem 1, if there exists
ε ∈ R>0 such that for all u ∈ L2m

2 ,〈[
y
u

]
,

[
Φ1 Φ2
Φ∗

2 Φ3

][
y
u

]〉
≤−ε∥u∥2

2, (12)

with y = Gu, then [[G,∆]] is stable, which implies uncertain
network stability by Theorem 2. As noted in Remark 3, the
potential lack of structure in G translates to a lack of apparent
structure in the IQC robust stability certificate (12). However,
given the structured stable coprime factors N and M in (10),
in view of Remark 3, the existence of ε ∈R>0 such that (12)
for all u∈L2m

2 , is equivalent to the existence of ε ∈R>0 such
that for all z ∈ L2m

2 ,〈[
N
M

]
z,
[

Φ1 Φ2
Φ∗

2 Φ3

][
N
M

]
z
〉
≤−ε∥z∥2

2, (13)

since M and M−1 are both stable systems, whereby −ε∥z∥2
2 ≤

−ε∥Mz∥2
2/∥M∥2 and −ε∥Mz∥2

2 ≤−ε∥z∥2
2/∥M−1∥2; for con-

venience, M (resp. M−1) is not distinguished from the restric-
tion to L2m

2 , and likewise for all stable systems henceforth.
While (13) is structured, the IQC is not directly amenable

to decomposition via the approach underlying [10, Theorem
1]. The network structure here is contained in the stable
coprime factor M = F − L, where L = ∑

m
k=1 Lk is the sub-

system graph Laplacian matrix in (7), Lk = B(·,k)B′
(·,k) for

the corresponding incidence matrix B, and F := I2m −T ◦H,
with block-diagonal T and H as per (4). The other coprime
factor N = H is also block diagonal. It follows that (13) is
equivalent to〈[

I2m
L

]
z,
[

Ξ1 Ξ2
Ξ∗

2 Ξ3

][
I2m
L

]
z
〉
≤−ε∥z∥2

2 (14)

for z ∈ L2m
2 , where

Ξ1 := N∗
Φ1N +N∗

Φ2F +F∗
Φ

∗
2N +F∗

Φ3F , (15a)
Ξ2 :=−N∗

Φ2 −F∗
Φ3 , (15b)

Ξ3 := Φ3 . (15c)

In view of the block-diagonal structure of N, F , Φ1, Φ2,
Φ3, and the Hilbert adjoints when restricted to L2 , Ξ1 =⊕n

i=1 Ξ1,i, Ξ2 =
⊕n

i=1 Ξ2,i, and Ξ3 =
⊕n

i=1 Ξ3,i, where

Ξ1,i := H∗
i Φ1,iHi +(Imi −1miHi)

∗
Φ3,i(Imi −1miHi)

+H∗
i Φ2,i(Imi −1miHi)+(Imi −1miHi)

∗
Φ

∗
2,iHi ,

Ξ2,i :=−H∗
i Φ2,i − (Imi −1miHi)

∗
Φ3,i ,

Ξ3,i := Φ3,i .

Remark 4. While the structure of (14) resembles that of the
relevant IQC in the proof of [10, Theorem 1] (see eq. (6)
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there), a key difference exists. In particular, z on the right of
(14) is not the sum of Lkz over k ∈ [1 : m]. Further, working
with a version of Theorem 1 that has ∥y∥2

2 on the right-hand
side of (3) (as exploited to arrive at (6) in [10]) instead
of ∥u∥2

2, does not resolve the issue, since this only leads to
y = Nz on the right, which does not involve L. As such, it is
still not possible to directly apply the setup in [10].

The following expands upon ideas from the proof of [10,
Theorem 1] to enable decentralized verification of (14):

Lemma 3. Let W = ∑
m
k=1 Wk ∈R2m×2m be such that Wk ⪰ 0

and W ≻ 0. Suppose there exist Xk =X∗
k : L2m

2 → L2m
2 , Zk =

Z∗
k : L2m

2 → L2m
2 , and εk > 0, k ∈ [1 : m], such that for all

z ∈ L2m
2 ,〈[
I2m
Lk

]
z,
[

Xk + εkWk Ξ2
Ξ∗

2 Zk

][
I2m
Lk

]
z
〉
≤ 0, k ∈ [1 : m], (16)

⟨z,Ξ1z⟩ ≤
m

∑
k=1

⟨z,Xkz⟩ , (17)

⟨Lz,Ξ3Lz⟩ ≤
m

∑
k=1

⟨Lkz,ZkLkz⟩ , (18)

where L = ∑
m
k=1 Lk is the sub-system graph Laplacian in (7).

Then, there exists ε ∈ R>0 such that (14) for all z ∈ L2m
2 .

Proof. For all z ∈ L2m
2 , and k ∈ [1 : m], (16) implies

⟨z,Xkz⟩+⟨Lkz,Ξ3Lkz⟩+⟨z,Ξ2Lkz⟩+⟨Lkz,Ξ∗
2z⟩≤−εk⟨z,Wkz⟩,

and therefore,
m

∑
k=1

(⟨z,Xkz⟩+ ⟨z,Ξ2Lkz⟩+ ⟨Lkz,Ξ∗
2z⟩+ ⟨Lkz,Ξ3Lkz⟩)

≤−
m

∑
k=1

εk ⟨z,Wkz⟩ ≤ −ε∥z∥2
2, (19)

where ε =
(

mink∈[1:m] εk
)
·
(

minx∈Rn x′Wx/x′x
)
> 0; note that

∑
m
k=1 εkWk ⪰

(
mink∈[1:m] εk

)
∑

m
k=1 Wk, because each Wk ⪰ 0.

Combining (17), (18), and (19), gives

⟨z,Ξ1z⟩+ ⟨z,Ξ2Lz⟩+ ⟨Lz,Ξ∗
2z⟩+ ⟨Lz,Ξ3Lz⟩ ≤ −ε∥z∥2

2,

which is (14) as claimed.

V. MAIN RESULT: DECENTRALIZED CONDITIONS

In this section it is shown how the ingredients Wk, Xk,
and Zk, k ∈ [1 : m], in Lemma 3 may be selected to devise
a collection of scalable conditions that together verify (14)
for all z ∈ L2m

2 , and therefore, stability of [[G,∆]], from
which robust network stability follows by Theorem 2. The
conditions are decentralized in the sense that each depends on
agent model data that is local to a corresponding link, and a
relevant component of the IQC based uncertainty description.
To this end, a potentially conservative restriction is used to
facilitate decentralized verification of (18) in particular. This
restriction corresponds to use of the decomposition Ξ3,i =
Ei+Di, with Ei = E∗

i : Lmi
2 → Lmi

2 negative semi-definite, and
Di = (⊕mi

k=1Di,k) : Lmi
2 →Lmi

2 diagonal. That such decomposi-
tion is always possible, although not uniquely, is formalized

in the following lemma (if Ξ3,i = Φ3,i is already diagonal,
then taking Ei = Omi incurs no conservativeness):

Lemma 4. Given bounded linear Ξ = Ξ∗ : Lp
2 → Lp

2 , p ∈
N, there exist negative semi-definite E = E∗ : Lp

2 → Lp
2 , and

diagonal D : Lp
2 → Lp

2 , such that Ξ = E +D.

Proof. In view of Lemma 2.7-2 and Theorem 9.2-1 in [15],
there exist λ1,λ2 ∈R such that λ1∥x∥2

2 ≤ ⟨x,Ξx⟩ ≤ λ2∥x∥2
2 for

all x ∈ Lp
2 . With D := λ2 · Ip and E := Ξ−λ2 · Ip, Ξ = E +D

with D : Lp
2 → Lp

2 diagonal, and E : Lp
2 → Lp

2 negative semi-
definite, because ⟨x,Ex⟩ = ⟨x,Ξx⟩+ ⟨x,−λ2x⟩ ≤ λ2∥x∥2

2 −
λ2⟨x,x⟩= 0 for every x ∈ Lp

2 .

The subsequent matrix definition, and related properties,
lead to the proposed selection of Wk, Xk, and Zk, in Lemma 3
for decentralized verification of (16), (17), and (18). The
definition pertains to the structure of the networked system
m model, encoded by the network graph G = (V ,E ), where
V = [1 : n], |E |= m, |Ni|= mi, and sub-system graph G̃ =
(Ṽ , Ẽ ), where |Ṽ | = 2m, and |Ẽ | = m; see Section III. In
particular, for each k ∈ [1 : m], define

B̂k := (diag(B(·,k)))
2 ∈ R2m×2m, (20)

where B ∈R2m×2m is the incidence matrix of the sub-system
graph Laplacian matrix L = ∑

m
k=1 Lk = ∑

m
k=1 B(·,k)B′

(·,k) in
(7). The matrix B̂k is a diagonal matrix, with entries in
{0,1}, and diagonal sparsity pattern that aligns with the two
uncertain links between the agents associated with r ∈ Ṽ and
s ∈ Ṽ for the given k ∈ [1 : m]; i.e., agents {i, j} = κ

−1
E (k),

where {r,s} = κ
−1
Ẽ

(k), assuming compatible enumerations,
as specified where the incidence matrix B is defined below
(7). It can be shown by direct calculation that B̂kB(·,k) =
(diag(B(·,k)))

2B(·,k) = B(·,k),

B̂kLk = B̂kB(·,k)B
′
(·,k) = B(·,k)B

′
(·,k) = Lk, (21a)

B̂′
k = B̂k, B̂kB̂k = B̂k, and B̂k diag(d) B̂l = O2m, (21b)

for all k ̸= l ∈ [1 : m], and d ∈ R2m, whereby

(
m

∑
k=1

B̂k) (
m

∑
l=1

B̂l) =
m

∑
k=1

m

∑
l=1

B̂kB̂l =
m

∑
k=1

B̂k = I2m , (21c)

(
m

∑
k=1

B̂k) diag(d) (
m

∑
l=1

B̂l)

=
m

∑
k=1

m

∑
l=1

B̂k diag(d) B̂l =
m

∑
k=1

B̂k diag(d) B̂k .

(21d)

Proposition 1. For each k ∈ [1 : m], let

Wk := B̂k , (22)

Xk :=
1
2
(
B̂kΞ1 +Ξ1B̂k

)
, (23)

Yk := Ξ2B̂k , (24)

Zk := B̂k
( n⊕

i=1

Di
)
B̂k , (25)

where B̂k is defined in (20), and diagonal Di : Lmi
2 → Lmi

2
is such that Ξ3,i = Di +Ei for some negative semi-definite
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Ei : Lmi
2 → Lmi

2 , i ∈ [1 : n], with Ξ1, Ξ2, Ξ3 as per (15). Given
this, if for all k ∈ [1 : m], there exists εk ∈ R>0 such that〈[

I2m
Lk

]
z,
[

Xk + εkWk Yk
Y ∗

k Zk

][
I2m
Lk

]
z
〉
≤ 0 (26)

for all z ∈ L2m
2 , then (14) for all z ∈ L2m

2 .

Proof. With Zk as per (25), in view of (21), and the hypoth-
esis

〈
z,(⊕n

i=1Ei)z
〉
≤ 0 for all z ∈ L2m

2 ,

m

∑
k=1

⟨Lkz,ZkLkz⟩=
m

∑
k=1

〈
B̂kLkz,(⊕n

i=1Di)B̂kLkz
〉

≥
m

∑
k=1

⟨Lkz,(⊕n
i=1Di)Lkz⟩+⟨Lkz,(⊕n

i=1Ei)Lkz⟩

=
m

∑
k=1

⟨Lkz,Ξ3Lkz⟩ ,

which is (18). Similarly, with Xk as per (23), it follows that

m

∑
k=1

Xk =
1
2

(( m

∑
k=1

B̂k
)
Ξ1 +Ξ1

( m

∑
k=1

B̂k
))

= Ξ1,

so that for all z ∈L2m
2 , ∑

m
k=1 ⟨z,Xkz⟩ ≤ ⟨z,Ξ1z⟩, which is (17).

Also, with Yk as per (24), YkLk = Ξ2B̂kLk = Ξ2Lk in view of
(21), whereby (26) is the same as (16) for all k ∈ [1 : m],
and z ∈ L2m

2 . Finally, with Wk ⪰ 0 as per (22), ∑
m
k=1 Wk =

∑
m
k=1 B̂k = I2m ≻ 0; see (21c). As such, Lemma 3 applies,

and therefore, (14) for all z ∈ L2m
2 as claimed.

Remark 5. While, for any given k ∈ [1 : m], the IQC
in (26) is expressed in terms of z = (z1, . . . ,z2m) ∈ L2m

2 , only
mi +m j of the co-ordinates contribute to the left side of the
inequality, where {i, j}= κE (k). These co-ordinates pertain
to the particular pair of links associated with k, being those
transformed by corresponding components of the model data
local to agents i ∈ V and j ∈ V , and the structured link
uncertainty description, embedded in Ξ1, Ξ2, Ξ3 as per (15).
It is in this sense that the collection of conditions (26),
over k ∈ [1 : m], is a decentralized certificate for (14), and
therefore, networked system robust stability with respect to
the specified link uncertainty. The proposed decomposition
is just one possibility. Alternatives are under investigation.

VI. CONCLUSIONS

Link-wise decentralized robust stability conditions are
devised for networked systems in the presence of link
uncertainty. This result is based on input-output IQCs that
are used to describe the link uncertainties, and ultimately the
corresponding structured robust stability certificate. Future
work will explore alternative decompositions with a view to
reducing conservativeness subject to maintaining scalability.
It is also of interest to apply the main result to study specific
networked system scenarios where information exchange is
impacted by asynchronous time-varying delays, and dynamic
quantization, for example.

APPENDIX

Proof of Lemma 1. i) =⇒ ii). Consider du = 0, and arbitrary
dy = d ∈ Lp

2e in (1). By i), there exists unique (y,u) ∈ Lp
2e ×

Lq
2e such that y = (G ◦ ∆)(y) + d, u = ∆(y). In particular,

(Ip −G◦∆) = (y 7→ d) is a bijection on Lp
2e, and the inverse

(d 7→ y) is causal as [[G,∆]] is well-posed. Further, there exists
c0 > 0 such that ∥y∥2 ≤ ∥(y,u)∥2 ≤ c0 · ∥(dy,0)∥2 = c0 · ∥d∥2
when dy = d ∈Lp

2 , since [[G,∆]] = ((dy,du) 7→ (y,u)) is stable.
ii) =⇒ i). By ii), for every d ∈ L2m

2e , there exists unique
v ∈ L2e such that the following hold: v = (G◦∆)(v)+d; the
(inverse) map d 7→ y is causal; and there exists c0 > 0 such
that ∥y∥2 ≤ c0 · ∥d∥2 whenever d ∈ L2m

2 . Since G is linear, it
follows that for every (dy,du)∈Lp

2e×Lq
2e, there exists unique

y ∈ Lp
2e such that y = (G ◦ ∆)(y) + (Gdu + dy) = Gu + dy,

where u = ∆(y)+du; c.f., (1). Moreover, since G is causal,
the composition of maps (dy,du) 7→ (dy+Gdu) 7→ y is causal,
and ∥y∥2 ≤ c0 · ∥Gdu +dy∥2 ≤ c0 · ∥dy∥2 + c0 · ∥G∥ · ∥du∥2 ≤
c1 · ∥(dy,du)∥2, with c2

1 ≥ c2
0(1+∥G∥2), whenever (dy,du) ∈

Lp
2 ×Lq

2 . Since ∆ is stable, it follows that the composition
(dy,du) 7→ (y,du) 7→ u is also causal, and ∥u∥2 ≤ ∥∆(y)∥2 +
∥du∥2 ≤ ∥∆∥ · c0 · ∥dy∥2 + (∥∆∥ · c0 · ∥G∥+ 1)∥du∥2 ≤ c3 ·
∥(dy,du)∥2 with c2

3 ≥ ∥∆∥2 ·c2
0 +(∥∆∥ ·c0 · ∥G∥+1)2. There-

fore, statement i) holds. □
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control systems with communication constraints: Tradeoffs between
transmission intervals, delays and performance,” IEEE Transactions
on Automatic control, vol. 55, no. 8, pp. 1781–1796, 2010.

[12] M. Cantoni, C.-Y. Kao, and M. Fabbro, “Integral quadratic constraints
for asynchronous sample-and-hold links,” IEEE Transactions on Au-
tomatic Control, vol. 66, no. 10, pp. 4888–4894, 2021.

[13] C. Langbort, R. Chandra, and R. D’Andrea, “Distributed control
design for systems interconnected over an arbitrary graph,” IEEE
Transactions on Automatic Control, vol. 49, pp. 1502–1519, 2004.

[14] M. Vidyasagar, Control System Synthesis: A Factorization Approach.
MIT Press, 1985.

[15] E. Kreyszig, Introductory Functional Analysis with Applications,
vol. 17. John Wiley & Sons, 1991.

1220


