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Abstract— Some of the feedback loops in the Advanced
Virgo+ Gravitational Wave detector exhibit strong coupling
and this coupling also varies over time. This paper presents
a method to decouple the loops using a decoupling matrix,
removing restrictions on the attainable performance of the
feedback loops. The presented method performs batch-wise
identification of the coupling matrix using only a single sinusoid
per loop as perturbation by exploiting the specific structure of
the plant to interpolate between frequency bins. The presented
method is implemented on AdV+ and is shown to lead to
significant decoupling of the loops and to keep the interaction
terms low over time.

I. INTRODUCTION

Gravitational Wave (GW) detectors such as Advanced
Virgo+ (AdV+) [1] and Advanced LIGO+ (aLIGO+) [2] are
large complex optomechatronic systems capable of measur-
ing spatial fluctuations in the order of 1× 10−18 m over
a length of several kilometers. These detectors employ in-
terferometry to measure these spatial fluctuations, requiring
the relative distance between all the optical components to
be actively controlled through feedback loops with up to
picometer precisions [3]. The error signals for these feedback
loops are derived from frequency-modulated monochromatic
light propagating through the detector and demodulated at
one of the photodiodes [4], [5]. These error signals inherently
measure a combination of degrees of freedom (DoFs), with
the best error signal for a DoF thus predominantly measuring
only that DoF. In most cases error signals are found for which
the coupling to other DoFs can be neglected, allowing for
SISO control design methods. In previous work [6], it has
however been shown that presently the coupling in AdV+
for three DoFs is of such significance that MIMO design
tools are required to guarantee stability and that these inter-
action terms furthermore vary over time. The combination of
the large interaction terms and their time-varying behavior
poses limitations on the attainable control performance and
therefore indirectly also the detector sensitivity.

Although some research has been done on addressing
the problem of strongly coupled and time-varying feedback
loops in GW detectors, to the knowledge of the authors
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no solution exists that addresses this problem in a time-
efficient manner without posing limitations on the detector
sensitivity. The most common approach so far has been to
simply extend the search of optimal modulation frequencies
and photodiodes to find a better-decoupled error signal, but
this solution is very cumbersome in terms of simulation time
with no guarantees that a better error signal can be found and
whether that is practically feasible. In terms of a control-
related solution, previous work [6] presented a method to
derive SISO design requirements to obtain MIMO stability
and robustness. The downside of this method is however that
it poses limits on the attainable detector sensitivity due to the
required stability margins for the SISO loops. Beyond these
two methods, no solution has been presented in the literature
that successfully addresses this problem.

In answer to this, this paper presents a decoupling pro-
cedure that iteratively updates the decoupling matrix to
compensate for the time-varying couplings induced by the
sensors. The contribution of this paper is two-fold. The
first is the derivation of an identification scheme that allows
the identification of the coupling matrix using only a pure
sinusoid injected in each DoF, each of which is at a distinct
frequency. This identification scheme is then used to deter-
mine the decoupling matrix which will show to significantly
reduce the interaction terms. The second contribution is the
practical implementation of the proposed method on the
complete AdV+ detector, adjusting the algorithm to accom-
modate certain implementation requirements. Experimental
verification of the proposed method is presented through
the comparison of the measured interaction terms on the
complete AdV+ with and without the proposed algorithm,
which will illustrate the practical effectiveness of the pro-
posed method.

The outline of this paper is as follows. In Section II, a
description of the AdV+ detector is given and the problem
addressed in this paper is formally formulated. Section III
then derives the identification procedure used after which
implementation aspects and the experimental results from
AdV+ are presented in Section IV. A conclusion on the
presented work is given in Section V.

II. PROBLEM FORMULATION
A. System description

Large-scale interferometers measure GWs by monitoring
the interference pattern of two orthogonal beams of light,
which expand and contract as a result of a passing GW. A
top view as well as the optical configuration of AdV+ is
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Fig. 1. Part of the optical configuration of AdV+ for the next science
run (left) and picture of AdV+ (right). The B1 photodiode measures the
interference pattern between the two arms (lW + LW and lN + LN ),
which change in length with opposite signs when a GW passes. The two
tunnels with length LW and LN are 3 km long in AdV+.

depicted in Fig. 1. The white building contains the laser, the
Beam Splitter (BS) that creates the orthogonal beams and the
B1 photodiode that measures the interference pattern, among
other optics. The two 3 km long orthogonal arms LW , LN
predominantly determine the interference and change with
opposing length when a GW passes.

The length changes of the two arms LW , LN are in
the order of 1× 10−18 m. The extreme precision of the
relative length distances between mirrors and their angular
orientations are thus required to distinguish length changes
due to a passing GW from other environmental effects. All
these DoFs are controlled using feedback loops that extract
an error signal based on the powers on the photodiodes
[5] and act on the longitudinal or angular positions of the
mirrors. The DoFs furthermore exhibit a certain level of
interaction, which is typically minimized by appropriately
choosing the error signals sensitive to predominantly a single
DoF [4]. While often possible, some of the loops still exhibit
significant interaction, requiring more advanced tools beyond
standard SISO control design to guarantee stability and
performance. Three of the most important DoFs subject to
this problem are analyzed next.

B. Time-varying coupling

This paper focuses on three of the longitudinal DoFs in
AdV+, commonly referred to as the Central Interferometer
(CITF) DoFs and given by

LMICH = lN − lW ,

LPRCL = lP +
lN + lW

2
,

LSRCL = lS +
lN + lW

2
,

(1)

where MICH is an abbreviation for Michelson and refers to
the difference in length between lN and lW , PRCL for Power
Recycling Cavity length since it reflects the power reflected
by the BS back into the interferometer, and SRCL for Signal
Recycling Cavity length for the same reasoning.

These DoFs are actively controlled using Voice Coils on
the back of the mirrors to accurately change their position,
and the error signals for the feedback loops are obtained
through frequency-modulated light measured on the different

Fig. 2. Bode magnitude plot of three different Frequency Response
Function measurements ( ), ( ) and ( ) of H , measured at least
two weeks apart.

photodiodes. The system dynamics of the CITF DoFs are
formulated as

H(jω) = GiA(jω), (2)

where A ∈ Cn×n is the stable rational transfer matrix
translating actuator voltages to a change in length of the
DoFs, which also contains a static coordinate transformation
from mirror positions to the DoFs as formulated in (1), and
Gi ∈ Rn×n the optical plant relating the mirror motions to
the powers measured on the photodiodes. In practice, the
optical plant G also contains a single pole per DoF of which
the frequency depends on the optics for each DoF. However,
for the DoFs discussed in this paper, these poles are far above
the frequency range of interest, which is why the optical plant
is approximated by a real matrix. The subscript furthermore
denotes a realization of the time-varying matrix G, i.e.

G(t) = Gi ∀ t ∈ [t1 t2], (3)

where G(t) is the matrix G varying over time. Throughout
this paper A is considered to be diagonal over the frequency
range of interest, assuming that the actuation is perfectly
decoupled. The optical plant G is known to be strongly
coupled since the photodiodes measure a combination of the
different frequency-modulated light beams [4], [5].

In Fig. 2, the Frequency Response Matrix (FRM) of
the three DoFs is shown, measured at three different time
instances. Not only are the off-diagonal terms large in
magnitude, but they also fluctuate over time, where the time
dependency stems from thermal transients and changes in
the relative alignment between the mirrors which changes
the optical response over time.

In [6], it has been shown that the level of interaction
is of such significance that MIMO control design tools are
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necessary to guarantee stability and robustness. The method
proposed in [6] to deal with the time-varying interaction
terms exploits the plant structure to derive requirements on
the SISO stability margins. While effective, the imposed re-
quirements on the stability margins proved to pose limitations
on the attainable RMS and roll-off of the loops thus also
limiting the detector sensitivity. A solution that does not pose
these limitations is therefore desired.

C. Reducing interaction through decoupling

The method pursued in this paper is to use static decou-
pling [7] and iteratively update the coefficients of the decou-
pling matrix to cope with the time-varying plant aspects. This
frees the SISO loops from any restrictions on the stability
margins due to the interaction terms and is furthermore
very easy to implement from a practical standpoint. Since
the actuation A(jω) is assumed to be diagonal, perfect
decoupling is achieved when

Ty = G−1
i . (4)

However, to implement this decoupling strategy, continuous
identification of G is required since the coupling matrix
G is time-varying. Continuous noise injections such as the
experiments done to obtain 2 are not feasible since they spoil
the detector sensitivity. In AdV+, a single so-called line is
injected in each DoF for monitoring purposes, which is a
single sinusoid at a distinct frequency. These single sinusoids
in each DoF will be used to continuously estimate G and
implement the static decoupling matrix Ty .

D. Problem formulation

The problem addressed in this paper is to decouple the
CITF DoFs using batch-wise identification of the optical
coupling matrix G and implementing its inverse in an out-
put matrix Ty since the coupling stems from the sensing
mechanism. The identification scheme has to work given the
following requirements

R1: Only a single line per DoF is available as an
external perturbation, which is at arbitrary but non-
identical frequencies.

R2: An estimation method is required that does not
require knowledge of the controller

R3: Updates of the output matrix Ty may not introduce
significant transients in the loops.

While the controllers of each loop are known, the require-
ment R2 is set for practical purposes since the controllers
are regularly changed and it is not straightforward to auto-
matically read the current controllers in the software. The
assumption is furthermore made that the structure of the
frequency response of A(jω) is known over the frequency
range of interest. The objective of this work is thus to derive
a decoupling scheme that satisfies these requirements.

III. IDENTIFICATION USING INTERPOLATION

This section derives the identification procedure that esti-
mates the optical plant using a single line per DoF.

K- ye
Ty

u p

d

H

Fig. 3. Block diagram of the control system used to control the LSC
degrees of freedom in AdV+.

A. Identification setting

A block diagram of the control setting considered here
is shown in Fig. 3. A plant H(jω) of dimension n × n is
considered which satisfies the following structure

H(jω) = h(jω) · H, (5)

with h(jω) a SISO transfer function and H ∈ Rn×n a
real matrix. The motivation for this specific structure in the
context of AdV+ will be given in Section IV-A. The input
to the plant is the control signal u ∈ Rn, generated by a
controller K ∈ Rn×n from the error signal e ∈ Rn. The
perturbation d ∈ Rn are the lines for each DoF, i.e.

d =


A1 cos(ω1t)
A2 cos(ω2t)

...
An cos(ωnt)

 , (6)

where ωi, i = 1, 2, . . . , n are the excitation frequencies
which are all distinct and Ai the respective amplitudes of the
line. The system output y ∈ Rn is a change of coordinates
with respect to the sensor outputs p ∈ Rn, transformed
by the real matrix Ty ∈ Rn×n. Throughout the first part,
Ty = I is assumed and therefore y = p. As mentioned,
h(jω) is furthermore assumed to be available, which could
be obtained from measurements or modeling. The objective
is then to identify H using only the perturbation d.

The discrete time signals x̂(lTs) with N the length of the
data trace are used for the identification, which is subject
to noise from other perturbations (e.g. sensor or input noise)
and thus estimates of the signal x. The DFT of these discrete
time signals is defined as [8]

X(k) =
1√
N

N−1∑
l=0

x(lTs)e
−j2πlk/N . (7)

B. Identification using interpolation

Suppose that multiple experiments can be performed for
an n × n system, then a common approach is to perform
n experiments in which orthogonal multisines are consecu-
tively injected. The U and Y matrices are then constructed
according to [8]

X(k) =


X1

1 (k) X2
1 (k) . . . Xn

1 (k)
X1

2 (k) X2
2 (k) . . . Xn

2 (k)
...

...
. . .

...
X1
n(k) X2

n(k) . . . Xn
n (k)

 (8)
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for X = U ,Y and where Xm
n (k) denotes output n in

experiment m at the excited frequency bin k. The plant H
is then obtained by computing

H(k) = Y (k)U(k)−1 (9)

for every frequency bin k. If the same procedure is applied by
considering each excitation signal as a separate experiment
then the following matrix is constructed

X =


Xk1

1 Xk2
1 . . . Xkn

1

Xk1
2 Xk2

2 . . . Xkn
2

...
...

. . .
...

Xk1
n Xk2

n . . . Xkn
n

 =
[
Xk1 Xk2 . . . Xkn ,

]
,

(10)
with Xkm the DFT of the time domain vector x evaluated

at the discrete frequency bin km of ωm. Solving for H using
(9) however is not possible since the columns are evaluated
at different frequency bins ki. This problem is solved by
exploiting the known structure of h(jωkm). Consider the
following direct input-output relation

Y km1

Y km2
...

Y kmn

 = h(jωkm) · H ·


Ukm1

Ukm2
...

Ukmn

 (11)

for each DoF and its respective excitation m = 1, 2, . . . , n.
Multiplying both sides by 1/h(jωkm) yields

Y km/h(jωkm) = HUkm , (12)

where H is now the only unknown since Ukm , Y km are
computed based on data and h(jωkm) is assumed known.
The term on the left can thus be computed for each excited
line permutation, subsequently allowing the construction of
the full matrix for all n excitation signals


Y k11 Y k21 . . . Y kn1

Y k12 Y k22 . . . Y kn2
...

...
. . .

...
Y k1n Y k2n . . . Y knn


︸ ︷︷ ︸

=Y

·N = H·


Uk11 Uk21 . . . Ukn1

Uk12 Uk22 . . . Ukn2
...

...
. . .

...
Uk1n Uk2n . . . Uknn


︸ ︷︷ ︸

=U

,

(13)
with

N =


1

h(jωk1
) 0 . . . 0

0 1
h(jωk2

) . . . 0

...
...

. . .
...

0 0 . . . 1
h(jωkn ) .

 (14)

An equation containing two matrices of signals analogous to
(8) is now obtained, allowing to solve for H by computing

H = Y N ·U−1. (15)

The method essentially normalizes the output DFTs with
respect to their different frequencies through N and by
using the same method as initially described for multisines
to obtain an estimate of H. Since lines are used, closed-
loop aspects relating to input-output correlation do not form
a problem, allowing open-loop identification which greatly
simplifies the identification scheme. The method further-
more also does not require knowledge of the controller,
thus satisfying R3. Finally, it correctly incorporates MIMO
aspects to obtain an unbiased estimate of H, with respect
to doing e.g. element-wise division of Y , U which would
lead to biased estimates [9]. This method will be used to
continuously identify the optical plant G in AdV+ and update
its decoupling matrix Ty .

IV. EXPERIMENTAL RESULTS

The proposed decoupling method is implemented on the
AdV+ detector and this section presents the implementation
and experimental results based on data from the AdV+
detector.

A. Implementation of decoupling on AdV+

The objective is to decouple the three CITF DoFs between
1 and 100Hz since the bandwidths of the loops are in this
frequency range. Since G is time-varying, the proposed iden-
tification method is used to continuously identify realizations
of G, i.e. Gi, and update Ty accordingly. Here it is thus
assumed that the fluctuations of G are sufficiently slow such
that (3) holds. While it is known that this is in practice not
true, the assumption is made that the identification time is
sufficiently short such that the fluctuations in the period of
the identification can be neglected. This assumption solely
stems from practical experiences, since the complexity of
the system and the number of variables contributing to the
transients are so large that it is too difficult to model these
effects or provide sensible bounds on e.g. the magnitude or
the time constants of the fluctuations.

The actuation dynamics A(jω) of the CITF DoFs are
modeled as a harmonic oscillator with a resonance frequency
below 1Hz, representing the dynamics from applying a force
to a softly suspended mirror to its response. Above this
frequency, the dynamics have a −2 slope and combined
with the real matrix G, the plant dynamics can thus be
approximated by a −2 slope, i.e.,

H(jω) = Gi
1

(jω)2
, (16)

which corresponds to the dynamic behavior observed in Fig.
2 and satisfies the assumed structure in (5). Each DoF has a
single line injected slightly above the bandwidth of the loop,
which during the performed experiments were at respectively
21.7, 64.4 and 26.6Hz for the MICH, PRCL and SRCL
loops. The fundamental frequency (i.e. the largest common
divisor of the line frequencies which ensures that the signal in
the DFT is in a single frequency bin) of the lines is at 0.1Hz,
so a measurement time of 180 s is taken to average over 18
periods. The identification method as defined in III is used
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to estimate Ĝ?
−1

. The signals û(lTs), ŷ(lTs) are measured
and an estimate of the decoupled plant is obtained through

Y kMM Y kPM Y kSM

Y kMP Y kPP Y kSP

Y kMS Y kPS Y kSP


︸ ︷︷ ︸

=Y

·N = T curr
y ·G̃?·

UkMM UkPM UkSM

UkMP UkPP UkSP

UkMS UkPS UkSS


︸ ︷︷ ︸

=U

,

(17)
where e.g. Y kMM is DFT of the MICH output computed at
the frequency bin of the MICH line kM and

N =

(jωkM)2 0 0
0 (jωkP)

2 0
0 0 (jωkS)

2

 . (18)

The estimate of the new coupling matrix is then given by

Ĝnew
i = T curr

y · Ĝi = Y N ·U−1 (19)

and the new Ty matrix becomes the inverse of Ĝnew
i .

A method is now available to estimate Ty using a perturba-
tion satisfying R1 and an identification scheme satisfying R2.
To meet R3, i.e. avoid large transients in the loops resulting
from updates of Ty , the following update law is used

Ty(m) = T old
y +

m

Fs · tramp

(
T new
y − T old

y

)
, (20)

with Fs the sampling time and tramp the time used to
switch from the old to the new decoupling matrix. The ramp
preserves the relative scaling of the values in the matrix,
ensuring that the coupling doesn’t worsen throughout the
switching of the decoupling matrix without inducing a large
transient in the system due to a jump in values in Ty . This
property is proven by considering a static coupling matrix
Gi ∈ Rn×n. The coupling during the transient from the old
to the new Ty matrix is given by

Gdec
i (m) = Gi · T old

y + α(m)Gi
(
T new
y − T old

y

)
, (21)

with

α(m) =
m

Fs · tramp
∈ [0, 1]. (22)

Rewriting (21) to

Gdec
i (m) = (1− α(m))GiT

old
y + α(m)GiT

new
y (23)

and on the condition that the following holds

(GiT
new
y )b,c < (GiT

old
y )b,c ∀ b, c, (24)

i.e., each element of the decoupled plant with the new
decoupling matrix is smaller than the corresponding element
with the old decoupling matrix, proves that

Gdecb,c

i (m) < Gdecb,c

i (m− 1) ∀ b, c,m, (25)
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Fig. 4. Measured estimate of the coupling matrix G(t) over time on AdV+.
The time instances indicated by the vertical dashed lines show when the
output matrix Ty is updated. The off-diagonal entries of G(t) are shown to
decrease after each update and rise in amplitude in between updates.

where b, c denotes the row and column respectively of
the matrix. The aforementioned decoupling procedure is
implemented on the AdV+ detector and experimental results
are reported in the next two subsections.

B. Decoupling over time

To evaluate the coupling over time, the same identification
method is used to obtain a moving average estimate of
TyG(t). Each time domain signal is therefore multiplied by
the Euler coefficient at each line frequency, i.e.,

x̃km = x(lTs) · e−j2πk/N , (26)

after which a moving average is applied

Xkm
ma (l) =

1

V + 1

V∑
v=0

x̃km(v)q−v, (27)

with q the shift operator, V the number of coefficients and
x = û, ŷ. The variable Xkm

ma (l) is then a moving average on
the DFT bin k of signal x̂. The same identification method
is then applied over this moving average to estimate TyG(t).

A plot of this estimate is shown in Fig. 4. At time t = 0, no
decoupling is applied. The Ty matrix is then updated every
180 s, highlighted by the vertical red dashed lines, according
to the implementation procedure presented in Section IV-
A. The off-diagonal elements are shown to be significantly
decreased after the first iteration, where they are close to
their minimum level. In between iterations, some of the
terms, e.g., the 1, 2 and 1, 3 element, noticeably increase
between iterations, highlighting the necessity of the iterative
procedure to keep the couplings sufficiently small.

C. Decoupling quality

To assess whether the coupling is indeed increased over the
complete frequency range of interest, the frequency response
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Fig. 5. Frequency Response Matrix of the plant H of the CITF DoFs
on AdV+. ( ) No decoupling is applied, i.e. Ty = I , and ( )
Decoupling is applied. Note that the transparent blue line is the original
measured Frequency Response Matrix and the opaque version is a smoothed
version to better illustrate the performance improvement. The couplings in
all off-diagonal entries are decreased using the new method, with up to a
factor of 20 in e.g. the PRCL to MICH element.

is measured without and with the decoupling procedure. The
interferometer has first been left to converge to a more steady
state in which most of the thermal transient has passed and
the alignment of the mirrors has converged to their final
positions. The MIMO frequency response is then measured
using white noise band-passed between 10 and 50Hz. Two
iterations of the decoupling procedure were then performed
after which another set of noise injections was done.

The measured MIMO frequency response for both cases
is depicted in Fig. 5. The decoupling method is shown to
decrease the coupling levels by up to a factor of 20 over
the identified frequency response. The only outlier is the 2, 1
element, where the applied decoupling seems to be somewhat
less effective compared to the other elements towards 50Hz.
This seems to stem from some unknown and unmodelled
dynamics, which do not satisfy the plant structure assumed
in (16). The level of coupling is nevertheless still sufficiently
low for this not to pose a problem.

V. DISCUSSION

A combined identification scheme and iterative decoupling
procedure have been presented in this paper, which performs
batch-wise identification of the coupling using pre-existing
perturbation signals in the AdV+ detector to derive a static
decoupling matrix. Experimental verification of the proposed
method on the complete AdV+ detector has shown a signif-
icant reduction of the interaction terms over the complete
frequency range of interest, as well as the effectiveness of
the iterative updating scheme in keeping the interaction terms
below a threshold over time. While exact requirements on the
required level of decoupling are out of scope for this work,
the presented method has been shown to lead to sufficiently

low coupling levels such that no restrictions are imposed on
the SISO design loops anymore.

Future work may focus on identifying the limiting factors
in further reducing the coupling, as this might be of interest
when applying this technique to other DoFs. Additionally,
a generic structure for the plant has been assumed, which
might be too restricting for certain DoFs. Further research
could focus on generalizing this technique to DoFs with
different structures in terms of their coupling. Finally, the
consequence of using static decoupling matrices on noise
propagation to the output of the detector might be of interest
for future work, since minimizing these noise propagations
is an essential part of the system.
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