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Path-Following Control of Autonomous Vehicles under Sensor Attacks*
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Abstract— This paper addresses a problem related to sensor
attacks in autonomous vehicles. We proposes an approach that
integrates a path following control framework with a novel
nonlinear observer design in the context of autonomous vehicle
systems. This tailored approach aims to effectively detect and
mitigate sensor attacks, ensuring stable path tracking in the
context of path-following dynamics. By leveraging the proposed
observer’s capabilities, we accurately estimate both the state
and magnitude of the attacks. Through a comprehensive series
of simulation studies, we demonstrate the practicality and
effectiveness of our proposed methodology in enhancing the
resilience of autonomous systems against sensor attacks.

I. INTRODUCTION

In recent years, autonomous systems have emerged as
transformative technologies, with wide-reaching impacts
across various industries, including transportation [1], energy
[2], manufacturing [3], healthcare [4], and agriculture [5].
These systems, driven by sophisticated algorithms, sensors,
and machine learning, hold the potential to enhance effi-
ciency, safety, and convenience in a myriad of applications.
For instance, in the domain of transportation, autonomous
vehicles stand to revolutionize the way we commute, of-
fering the promise of reduced accidents, alleviated traffic
congestion, and a re-imagined approach to personal mobility.
However, as these autonomous systems become increasingly
integrated into our daily lives, vulnerabilities emerge. One
pressing concern is the risk of cyber attacks targeting these
systems, with potentially severe consequences [6].

In the context of autonomous systems, particularly in
safety-critical domains such as autonomous vehicles, cyber
attacks fall into two distinct categories [7]. Active attacks
involve purposeful actions aimed at disrupting the opera-
tion of autonomous systems and encompass techniques like
denial-of-service (DoS), jamming, and spoofing [8]. For
instance, a DoS attack entails overwhelming a system with
an excessive volume of requests, rendering it unresponsive
or entirely inaccessible [9]. Jamming attacks, on the other
hand, disrupt communication signals among various system
components, potentially leading to the misinterpretation or
loss of vital data [10]. Meanwhile, spoofing attacks involve
falsifying information to deceive the autonomous system
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[11]. In contrast, passive attacks are characterized by covert
operations aimed at discreetly collecting sensitive informa-
tion without immediate disruption. Espionage attacks fall
under this category, typically involving infiltration into the
system to gather data regarding its operations.

Effectively countering the challenges posed by sensor
attacks in autonomous systems demands a diverse set of
strategies. One prevalent approach shies away from relying
on predefined mathematical or system models, emphasizing
data-driven techniques, anomaly detection, and statistical
analysis to identify sensor attacks by recognizing patterns
or anomalies in the data. This category includes notable
works employing deep learning in neural networks (NN)
[12], reinforcement learning applied to autonomous agents
[13], convolutional neural networks (CNN), and recurrent
neural networks (RNN) [14], notably in the form of long
short-term memory (LSTM) [15], for the detection and
identification of sensor attacks. These approaches exhibit the
potential to effectively detect attacks but are challenged by
their inherent complexities, reliance on data quality, and the
need for continuous adaptation in dynamic environments.

Conversely, another approach leverages mathematical
models and system-level analysis to detect and mitigate
sensor attacks effectively. This approach utilizes mathe-
matical algorithms and system dynamics to model normal
system behavior and deviations induced by attacks. Notable
approaches in this category include methods such as secure
state estimation using satisfiability modulo theory (SMT)
[16], extended Kalman filters (EKF) [17], adaptive observer
[18], as well as statistical approaches like recursive least
square optimization [19] and filtering based on variance-
constrained distribution [20]. However, it’s worth noting that
the recursive algorithms involved in sensor attack estimation
require relatively substantial memory resources and compu-
tational power to function effectively.

This paper introduces a secure state estimation approach
utilizing nonlinear observers to detect and estimate sen-
sor attacks within autonomous systems. By harnessing the
system’s inherent nonlinear dynamics, this approach not
only identifies anomalies but also accurately assesses the
nature and magnitude of sensor attacks, all while maintain-
ing efficiency with minimal computational demands. The
application of nonlinear observers ensures that the control
of autonomous systems functions as intended, safeguarding
safety and performance even when confronted with adver-
sarial actions. In this paper, we focus on investigating the
practical implementation of the proposed nonlinear observer
method for detecting and estimating sensor attacks within the
context of path following control for autonomous vehicles.
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The paper is structured as follows: Section I introduces the
topic, emphasizing the importance of autonomous systems
and the risks associated with sensor attacks. Section II
delves into problem formulation, presenting the autonomous
system model and state space formulation. In Section III, the
paper covers control and observer design techniques. Section
IV presents results from numerical simulations. Finally, in
Section V, the paper concludes by summarizing the findings
and the performance on detection and estimation of sensor
attacks in path following control application of autonomous
vehicles.

II. PROBLEM FORMULATION
A. Autonomous System Model

The focus of this study is on the autonomous ground
vehicle, depicted as a car-like model in Fig. 1. A car-like
vehicle model provides a simplified mathematical represen-
tation of a vehicle’s motion, commonly employed in the
fields of robotics, control systems, and autonomous vehicle
navigation. The length of the vehicle (I) is measured from the
steering axle to the rear axle. The configuration states of the
vehicle are represented by [2(t) y(t) ¢(t)]" where z(t)
and y(t) represent the positions at time ¢ in the Cartesian
coordinates and the orientation relative to these coordinates
at time ¢ is denoted as ¢(¢), obtained through sensors.

Fig. 1.

Schematic of autonomous vehicle as a car-like vehicle model.

The vehicle’s kinematics governing its motion can be
expressed as follows:

x(t) v(t) cos P(t)
yt) | = v(t)sin p(t) | . (D)
o(t) @ tan o (t)

Here, v(t) and 0(t) represent the traction velocity of the
rear wheels and the steering angle of the front wheels,
respectively, serving as control inputs for the autonomous
system.

x(t) =

As illustrated in Fig. 1, the path following schematic
prioritizes minimizing the distance and orientation of the
vehicle concerning the path p. The variable d(t) indicates the
closest distance between the vehicle’s rear axle (z(t),y(t))
and the path (z,,y,), while ¥(t) signifies the difference be-
tween the vehicle’s orientation ¢(t) and the path’s orientation
¢p. Therefore, the distance and orientation of the vehicle
concerning the path can be described using the following
equations:

-0 o

Assuming that the path configurations remain constant over a
short time frame, the path following dynamics of the car-like
vehicle can be defined as follows:

d(t) v(t) sin ¢(t)
; = | vt . (3)
This model forms the foundation for our investigation into
sensor attacks and their impact on autonomous system.

B. State Space Formulation

The car-like vehicle kinematics model in the discrete-time
model is represented as follows:

Tkt k4 (At)vg cos Py 4)
Yk+1 = Yk + (At)vg sin @y )
Pk+1 = Pxt+ (At)UTk tan dy. (6)

Then, the discrete-time state-space system (4)-(6) with sensor
attack can be transformed into the following generic nonlin-
ear state space model:

AXk + f(Xk, uk) (7)
Cxy, + P0y. (3

Xk+1
Ye =

In this model, the state space equations consist of the
state vector x; € R", the linear state transition matrix
A € R™ ", the nonlinear function f : R” x Rl — R"
with u, = [vk 5;€]T denotes the control input vector, the
measurement matrix C € R™*" the sensor attack profile
matrix ® € R™*9, the output vector as y, € R™, and the
sequence of sensor attack magnitudes as 05 € RY.

In the absence of anomalies occurring from sensor mal-
functions, any deviations are likely attributed to the attacks.
To facilitate the estimation of these attacks via a nonlinear
observer, we introduce a new state variable w; € R™ which
serves as a filtered version of the measurement equation (8),
satisfying [21]:

Wit1 = Wi — AW + A Cxp + AP0, (9)

Here, Ay = (At)Ar with —Af € R™*™ represents a
Hurwitz matrix. With this new state variable, we construct
an augmented state vector:

Xk

Zp = |:Wk:| € RP. (10)
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In this context, p = m + n signifies the length of the aug-
mented state vector. Consequently, the augmented discrete-
time state-space model of the car-like vehicle system is as
follows:

Aazk + fak + q)aek
CaZk

(11
12)

Zp+1 =
h, =

where

o A 0 o f(zk,uk.)
Aa N |: AftC InL - Aft :| >fak N |: 0 ’

0
P, = [Aft‘i’] ,Ca=10 I,].

This augmented state-space model, as depicted in (11) and
(12), serves as the foundation for the design of the nonlinear
observer, allowing us to estimate the state variables and the
magnitudes of sensor attacks.

ITIT. DESIGNS

The primary objective of the control design is to achieve
stability in the path following dynamics described in (3)
at the origin, ensuring that the vehicle closely follows the
desired path. The control inputs required to attain this goal
are the traction velocity (v) and the steering angle (§). Simul-
taneously, the objective of the nonlinear observer design is to
detect and estimate sensor attacks effectively. By doing so,
the controller can operate as intended, mitigating the impact
of sensor attacks on the autonomous system’s behavior.

To facilitate the design processes, several key assumptions
are made:

Assumption 1. The model assumes that there are no in-
stances of slipping or skidding during the vehicle’s motion,
and it disregards sensor faults resulting from internal or
external conditions.

Assumption 2. The control design exclusively considers for-
ward motion, ensuring that v > 0. The physical limitations
of the steering angle (5) are bounded by |0] < %.

Assumption 3. The nonlinear function £ adheres to one-
sided Lipschitz and quadratic inner-boundedness conditions.
In this context, for given values €1,€e5 > 0, and parameters

p, B,m € R, the following relationship holds ([22], [23]):

Z T pIp —%’ Zy; >0 (13)
LIAF, L 9 Afy,

o T nl v

Z BIp Tp Z
e |:Afk:| w3 | |an) 2 0. (14)

Here, ), = z, — 71, while Afy, = o), — fap.

Remark 1. The assumption presented in Assumption 3 is
less stringent compared to the simple requirement that the
Sfunction t be Lipschitz, as discussed in [24].

These assumptions are essential in shaping our design
approach for achieving stable path following dynamics and
effective sensor attacks detection and estimation.

A. Path Following Control Design

The car-like vehicle system requires two essential control
inputs: the traction velocity and the steering angle. Regarding
the traction velocity, its design must be linked with the
vehicle’s position relative to the desired path (2) to ensure
that the vehicle effectively follows the intended trajectory.
The velocity is determined by the equation:

> 0.

O = T )] + o)

Here, vy, represents the maximum allowable traction ve-
locity and kg4, ky, > 0. The positive velocity represents the
forward movement of the vehicle. The relationship between
velocity and the vehicle’s position or orientation relative to
the path is inversely proportional. When there is a substantial
error in position or orientation concerning the path, the
velocity is intentionally reduced to allow for the necessary
adjustments in the vehicle’s configuration.

Conversely, the control design for the steering angle fo-
cuses on stabilizing the path following dynamics described
in (3) at the origin.

5)

Theorem 1. Consider the path following dynamics of a car-
like vehicle system as described in (3), with traction velocity
in (15). If Assumptions 1 and 2 are met, then the chosen
steering angle:

§(t) = — arctan <l (kb (t) +v(t)d(t) sincd;(t))) (16)

v
will make the equilibrium points (d(t),(t)) = 0 asymptot-
ically stable.

Proof. We choose a candidate Lyapunov function as follows:

V(D) 6(0) = 30 + o0 D)
The time derivative of V is:
V(d(t), (1)) = d(t)d(t) + ()i (t)
, o(t) (18)
= d(t)v(t)sin ¢(t) + z/;(t)T tan 6 (t)
with ¢ defined in (16), the derivative becomes:
V(d(t), 9(t)) = kg (t)? < 0. (19)

According to Barbalat’s lemma, since Vv < 0 and is uni-
formly continuous, the value of V' — 0 as ¢ — co, implying
that only ¢ (t) — 0 fulfills the condition. Substituting (16)
into (3) results in:

[a?(t)] _ [ v(t) sin ()
P (t) —(kypp(t) + v(t)d(t) sinc(t))

Here, () = 0 implies ¢)(¢) = 0, and from the second row
of (20), we deduce that d = 0 as limy)_,osincy(t) =
1. Therefore, by employing Lasalle’s invariance principle,
we prove that the equilibrium points (d(t),v(¢t)) = O are
asymptotically stable. |

(20)
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B. Observer Design

The primary objectives of the observer design is to esti-
mate the state variables and the magnitudes of sensor attacks
in a nonlinear system like the car-like vehicle. Referring to
(11), the nonlinear observer can be designed as follows:

Zrs1 = AaZp +fap + 8.0, — K 'LTy,  (21)
Opr1 = Op +PTE(Zpr1 — Gzi — Afy).  (22)

Here, yi. = yr—Cazg, while z; and 0, denote the states and
attack estimations and K and L represent the state observer
gains. Both estimation gains are determined as follows:

G = A,—-K'L'C,
= 28,87 +Q)".

In (24), Q = QT > 0 € RP*P acts as a tuning parameter
for the attack estimations. It’s worth noting that ¢ and @
respectively stand for the smallest and largest eigenvalues
of the matrix Q. Similarly, for K, its largest eigenvalue
is represented by K, and for ®,, its largest eigenvalue is
denoted as ®.

To find the gains K and L, we establish an error dynamics
for the state and attack estimations using the nonlinear
observer, as follows:

(23)
(24)

[

Zrr1 = Gy + Afy + @,0;
= 0 — DTED0;.

(25)

k1 (26)

Here, ék =0, — ék.

Theorem 2. Consider the error dynamics for state and attack
estimations in (25) and (26) of the nonlinear observer given
in (21) and (22), provided that Assumption 3 is upheld. If
there exist observer gains K = KT > 0 € RP*P and L €
R™*P that satisfy the following linear matrix inequalities
(LMI):

-K + Cle PT + Cng PT
P+eI, K+gl, 0 |<0 (27)

P 0 -K
where P = KAg —LTC,, c1 =v+ep+ef ca=c3=
T2 and cy = —ey with v > 0. Then, the equilibrium

points (z,0r) = 0 are globally uniformly asymptotically
stable.

Proof. Let Vi, be a candidate Lyapunov function:
Vi = 21Kz, + o070 (28)

where o > 0. Let AV} be defined as AV = Vi1 — Vi
Consequently, we have:

AVy, = 2] Kijy — 21Kz +a0]_ 051 —ab]0. (29)

By substituting (25) and (26) into (29) and utilizing the re-
lationship ||Af|| < ¢||zx|| with a sufficiently large constant
¢ > 0, we obtain an inequality of:

AV < 2] (GTKG — K)zj, + AfTKAT,
+ 22T GTKAS;, + 20] @TK(G + cl,,)zx
— 0] ®7(0EQE — K)®,6;.

(30)

By referring to (24) and the eigenvalues of the matrices, the
last two terms of the right-hand side of (30) are bounded,
resulting in (30) becomes:

AV < #](GTKG — K)#;, + AfTKAf,
+ 22] GTKAS,, + vzl 2,

(31
daq K?u? < 9
“\@rop & |[®aOk|]
with p = ||G + cI,||2. If we set « as:
@2 2 K2 2
a><+Q>(K+/L)7 (32)
4q v
the simplified version of (31) is:
AV, < 21(GTKG — K + 1Lz, + AfTKAf, -
+ 2] GTKAF.
Defining rj, = [zx Afy]”, this can be rewritten as follows:
GTKG-K+vl, G'K
AV, <rf { KG P K } r, (34

By incorporating the one-sided Lipschitz (13) and quadratic
inner-boundedness (14) conditions into the right-hand side
of (34), will result in an inequality of [25]:

G'KG - K +¢I, G'K+cl,
KG + C3Ip K+ C4Ip

We obtain AV}, < 0, if the matrix on the right-hand side of
(35) satisfies:
GTKG - K +¢1I,
KG + Cng

AV <r] [ } ri. (35)

GTK + oo,

K+ i, } <0. (36)

Here, G is derived from (23). Applying the Schur comple-
ment to (36) with respect to GTKG — K + c;I, < 0, we
arrive at (27). Hence, by utilizing Lasalle’s invariance princi-
ple, we establish that the equilibrium points (%, 6;) = O are
proven to be globally uniformly asymptotically stable. M

IV. NUMERICAL SIMULATIONS

We conduct simulations of path following control of an
autonomous vehicle to validate the effectiveness of the pro-
posed nonlinear observer design, with the designed traction
velocity and steering angle serving as the control inputs to
maneuver the car-like vehicle along the designated path while
sensor attacks are present. The measurement matrix is set to:

C— [1 0 0] 7
010
signifying that the attacks target the vehicle’s localization
system in Cartesian coordinates. This implies that the mag-
nitudes of sensor attacks 0 € R2, correspond to the given
attack profile matrix ® = I.

To provide a clear demonstration of our approach in
addressing sensor attacks on autonomous systems, the path
following simulations encompass two scenarios: one with
state feedback from spoofed measurements and the other
with state feedback from the estimated state by the nonlinear
observer. Both scenarios employ the designed control inputs

(37
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v and J as described in (15) and (16). For these simulations,
certain control parameters need to be determined, which are:

l=3m,vmes =2m/s, kg =ky =2. (38)

The magnitudes of the attacks are modeled to simulate
the real-world scenario of sensor spoofing. This allows us
to observe how the path following dynamics behave when
exposed to sensor attacks.

70

— Desired Path

—— Actual (Spoofed) Path
-==+» Spoofed Measurement

60

50 TR

20

-10 0 10 20 30 40 50 60 70

Fig. 2. Path following simulation with spoofed measurements as feedback
signals.

In Fig. 2, the results of the path following simulations
for the first scenario are presented. The red striped line
represents spoofed measurements, while the solid magenta
line indicates the actual trajectory of the vehicle’s motion
influenced by the spoofed measurements. The spoofed mea-
surement attacks commence after 70 s of simulation, specif-
ically at coordinates (47.56,8.18) m in the Cartesian plane.
It’s evident that the vehicle initially follows the designated
path reasonably well until the attacks are initiated. However,
the system is unable to mitigate the attack, resulting in a
significant deviation from the intended path. The spoofed
measurements mislead the system by providing incorrect
measurements disguised as correct ones.

In the second scenario, the nonlinear observer is employed
for secure state estimation, offering state feedback in the
form of an estimation to the control system. However, prior
to implementation, the determination of observer gains is
required, a process accomplished through a heuristic method.
The parameters of the LMI are set as follows ¢; = 1, €2 =
100, v = 0.01, p = —10, and 8 = 0.01. Additionally, the
observer gains are chosen as Q = 0.1I5 and:

K = 10Is, (39)
00010
L = [0 00 0 1] (“40)

that satisfy the LMI defined in (27).

The path following using the state estimation provided by
the nonlinear observer as feedback for the control system
is depicted in Fig. 3. The solid blue line illustrates the
vehicle’s motion trajectories along the path while sensor

60

— Desired Path

—Actual Path

-===» Spoofed Measurement
State Estimation

50 EE—

40

-10 0 10 20 30 40 50 60

Fig. 3. Path following simulation with estimated state by the nonlinear
observer as feedback signals.

— 1 actual
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10 I e )
0 50 100 150 200
0 = = = = ———
_02.Amual
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&
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15 L B FE - — TR
50 100 150 200
Time (s)

Fig. 4. Actual magnitude of the sensor attacks and their estimation values
by the nonlinear observer.

attacks are present. Spoofing initiates at the same time and
place as in the first scenario, but there are no indications of
the vehicle deviating from the path. Some slight overshoots
occur, influenced by factors such as the vehicle’s length, the
sharp curvature of the path, and the actuator’s saturation.

To quantitatively evaluate the performance of the designed
control and observer, we calculated the root mean squared
errors (RMSEs) for the position and orientation of the vehicle
relative to the designated path (including the initial condi-
tions). These errors are found to be 1.43 m and 0.23 rad,
respectively. The estimation of sensor attack magnitudes is
presented in Fig. 4 with the blue striped line indicating the
estimated values. As observed, the estimation converges to
the actual values with a high level of accuracy. The RMSEs
for both attacks are 0.04 m for the horizontal position (z-
axis) and 0.06 m for the vertical position (y-axis). The
MATLAB simulations were executed with an average loop
time of 0.1 ms and a total simulation duration of 345.7 ms,
highlighting the viability of practical implementation due
to its rapid computational performance, as well as its light
computational load.

Overall, the proposed nonlinear observer design accurately
estimates the states and the attacks, allowing the proposed
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controller to maneuver the vehicle to closely follow the
intended path. The control is derived using the Lyapunov
approach, making it robust and sufficiently accurate. And
the guaranteed stability and accuracy of the proposed non-
linear observers with minimal computational efforts render it
suitable for implementation in real-world applications, where
it can effectively mitigate attacks on the sensors and prevent
critical situations in autonomous systems.

V. CONCLUSIONS

In this study, we investigated sensor attacks on au-
tonomous systems, with a particular focus on attacks target-
ing the localization system of autonomous vehicles during
path following control. Our proposed control algorithm has
successfully demonstrated its ability to ensure the stability
of path following dynamics under the presence of sensor
attacks, using the state feedback received from the proposed
nonlinear observer. By formulating sensor attacks into a
filtered form, our observer can estimate the magnitudes
of these attacks as states of the augmented system. The
numerical simulations have showcased the robustness and
precision of the proposed observer in estimating both the
states and the magnitudes of sensor attacks, thereby enabling
the control algorithm to perform as intended even in the
presence of such attacks. Further investigations may explore
the development of control and observer designs customized
for a variety of system types that could be vulnerable to
sensor attacks. Additionally, we can delve into strategies for
concurrently mitigating attacks on both the actuators and
sensors in autonomous systems. Furthermore, evaluating the
performance of our proposed observer in the presence of
noise or system uncertainties presents promising avenues for
future research.
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