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Abstract— Robotic and automotive platforms are rapidly
expanding in features and are incorporating more and more
electric motor components. Consequently, the energy efficiency
of motor control systems emerges as a major design challenge.
The process of formulating and fine-tuning specialized speed
regulation strategies for each application becomes progressively
more laborious and expensive. A reinforcement learning agent
specialized in electrical motor dynamics, capable of generalizing
across a wide range of possible end-use applications, presents
a promising and convenient solution.

In this article, we introduce a novel design of a reinforcement
learning agent, grounded in time series analysis, intended
for application-agnostic electric motor control that optimizes
both speed regulation and energy efficiency. Trained on the
motor’s internal dynamics, the agent provides operating point-
specific control inputs, eliminating the need for manual tuning
and application system-identification. Compared to application
tuned classical control methods, the agent exhibited on-par
or improved speed regulation performance and demonstrated
advanced capability to save energy, showcasing its potential for
future applications.

I. INTRODUCTION

The continued increase in demand for energy poses a crit-
ical challenge to sustainable development. As such energy-
efficient control strategies are of interest across multiple ap-
plication domains. Especially in mobile and battery-operated
applications, such as in the robotic and automotive sector,
energy conservation plays a key role to extend the range or
operation time. Model-based control approaches, relying on
the mathematical understanding of the system plant model
and control problem, offer strong design choices.

Model-predictive control, one of the most promising
methodologies, calculates future system states and optimizes
the control input with respect to a cost function [1]. The
approach has been successfully applied to multiple domains
like robotic tasks and electrical motor applications [2] and
also showed capability to conserve energy [3]. Extended
state observer and adaptive controller are other potent model-
based approaches for motor control problems, offering sig-
nificant resilience to external disturbances [4].

In practice, for electrical motor applications, the hardware
configuration in terms of compute device, bridge driver and
motor are often determined before the mechanical dynamics
of the end-use application are fully understood or identified
at all. Therefore, limiting the applicability of model-based
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closed-loop control approaches for fast prototyping and de-
ployment. In this context, model-free control strategies are
desirable to effortlessly and effectively shape the control
quality and energy consumption of any system, without the
requirement for manual tuning or expert domain knowledge.
As such, developing a universal motor control policy, which
is capable of generalizing to the most complex end-use
dynamics while offering high performance, would simplify
the optimisation and deployment process.
Contributions: In this work, we set out to derive a control
policy suitable for brushless direct current (BLDC) and
permanent magnet synchronous motor (PMSM) applications,
by analysing patterns stemming from current and speed data
of the underlying motor dynamics.

We introduce an end-application agnostic motor con-
trol policy focusing on energy-aware speed regulation that
uses a deep learning-based reinforcement learning agent to
overcome the presented challenges. Based on time series
information the agent evaluates the recent control history
and deduces the optimal control, input balancing speed
control and energy demand. During training, the agent is
exposed to different operating regimens, that mirror potential
application scenarios. Through this exposure, it identifies the
internal motor dynamics and autonomously learns a control
policy that generalizes to possible end-use applications. To
the best of our knowledge, this is the first reinforcement
learning based approach that optimizes for speed regulation
and energy consumption simultaneously in a comprehensive
manner for motor applications.

We compare the presented control policy with classical
model-free control schemes for two practical end-use appli-
cations – an automotive compressor system and a ratcheting
application. The results show that significant energy savings
can be obtained depending on the application – In the com-
pressor application, the agent demonstrates improved speed
control compared to the PI baseline, but only utilizes 46% of
the energy. In the ratcheting application, it shows enhanced
disturbance rejection and an 8% reduction in energy demand.

II. RELATED WORK

Model-free reinforcement learning builds on the idea of an
agent learning optimal actions through interactions with the
environment, optimizing a reward signal [5]. In the domain
of continuous-time control, two algorithms have garnered
significant attention due to their efficacy: the Deep Deter-
ministic Policy Gradient (DDPG) [6] and the Soft Actor-
Critic (SAC) [7] methodologies. Leveraging reinforcement
learning to improve the control performance of motor control
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tasks has largely focused on reducing tracking error, either
by tuning traditional control parameters [8], augmenting the
control inputs [9] or directly applying the agents calculated
action [10]. Additional work [11] focused on enabling plant
independent reinforcement learning to remove the require-
ment for individual retraining by meta-reinforcement learn-
ing, streamlining the deployment process for motors that
share similar features.

III. PMSM MOTOR MODEL

Permanent Magnet Synchronous Motors are commonly
installed in industrial applications requiring high efficiency,
power density and a long-life span. Operating on the princi-
ples of magnetic field interaction and alignment, an electrical
motor converts electrical to mechanical energy. A regulated
voltage applied to the stator windings, gives rise to electric
current which, in turn, generates a magnetic field that in-
teracts with the magnetic field emanated by the permanent
magnets on the rotor. The consequential electromagnetic
interaction generates a torque that propels the rotor to rotate
synchronously with the stator’s magnetic field.

A. System model

In field-oriented control (FOC) the generated electromag-
netic torque Te(t) in the dq-frame is described by the dq-
currents (id, iq), inductances (Ld, Lq), flux linkage ψpm and
pole pairs Zp:

Te(t) =
3

2
Zp[(Ld − Lq)id(t)iq(t) + iq(t)ψpm]. (1)

The dq-frame PMSM plant model is described by [12]:did(t)dt
diq(t)

dt

 =


1

Ld
(ud(t)−Rsid(t) + wLqiq(t))

1

Lq
(uq(t)−Rsiq(t)− w(Ldid(t) + ψpm))

 ,
(2)

with the additional control voltage input variables (ud, uq)
and the stator resistance Rs. The total energy conversion in
a motor system, or the power conversion at a specific point
in time, can be described by:

Eelec =

∫
Pelec dt =

∫
Pmech + Pcopper dt, (3)

whereby Eelec is the electrical source input energy in the
dq-frame, with the power described as Pelec = 3

2 (udid +
uqiq). Pmech represents the mechanical power converted in

the rotor, and Pcopper represents the electrical copper losses.
The mechanical power converted by the motor Pmotor =
Te × w is given by the product of torque Te and speed w.
Meanwhile, the copper loss in the dq-frame is calculated as
Pcopper = Rs(i

2
d + i2q).

B. Control problem

Accurately tracking a reference speed w∗ is the primary
objective of the motor control loop with the additional objec-
tive for energy efficient execution. Commonly, the external
mechanical load moment Tm acting on the motor depends on
the orientation θ and angular velocity w of the rotor, which
results in the following control equation with inertia J :

Te(t)− Tm(θ, w, t) = J
dw

dt
. (4)

Consequently, a controller’s task is to produce electrical
torque Te by applying the optimal input voltages u∗dqt subject
to its state observation and objective prioritization. Designing
the feedback function and parameters θ for the cascading
speed control loop with reference speed error werr:

werr(t) = w∗(t)− w(t) (5)
i∗dq(t) = f(werr(t), θ),

as well as inner current control loop with current error i∗dqerr :

i∗dqerr(t) = i∗dq(t)− idq(t) (6)

udq(t) = f(i∗dqerr(t), θ),

for individual end-use applications requires expert knowl-
edge in motor and end-application dynamics.

IV. REINFORCEMENT AGENT CONTROL LOOP

Rather than adhering to the conventional method of manu-
ally fine-tuning control parameters to design each application
separately, we propose a reinforcement learning agent, which
can deploy application agnostic, offering strong adaptability
and optimized control performance. The goal of the soft
actor-critic (SAC) agent is to learn an optimal control policy
π∗, that analyses the recent time series of the speed and
current trajectories and deduce an optimal control action u∗dqt
subject to the reference speed w∗

t :

u∗dqt = π∗(w∗
t , wt,t−1,...,t−N , idqt,t−1,...,t−N

). (7)

By training the SAC agent, we aim to train a deep actor
neural network control policy πθ that inherently captures
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(a) Agent and classical control scheme for FOC control loop
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Conv1D Conv1D

Dense Dense Dense
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(b) Control agent actor network design

Fig. 1: Reinforcement learning agent based control loop and feature design
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the internal motor dynamics under varying external load
conditions and speed commands. The optimal policy π∗ can
be evaluated as the policy π maximizing the cumulative
reward function J(π, θ), driven by the policy π and network
parameters θ, over the policy space Π.

π∗ = argmax
π∈Π

J(π, θ) (8)

With the implicit method of training an agent and embed-
ding the motor dynamics in the network parameters θ any
desirable control properties can be defined over the reward
function J . In subfigure 1a, a restructured implementation
of the field-oriented control loop is depicted, with the agent
placed at the centre. The agent, supplied with sensor data,
outputs the corresponding control vector udq . A description
of the agent’s design is provided in the following:

1) Actor Network Design: The actor network of the agent
is engineered to understand the motor’s current operating
regime, contingent upon the present input attributes, as illus-
trated in Fig. 1b. In this configuration, the reference speed w∗

serves as the control tracking objective, and the dq-currents
(id, iq) along with the speed attribute w are represented as a
time series with length N . Leveraging stacked convolutional
filters (Conv1D), the agent proficiently extracts high-level
features [13] from the control time series and employs the
subsequent dense layer to deduce the optimal control input
u∗dq . In this work the agent is designed using leaky-relu for
the activation function, with a stacked 5-3 Conv1D filter
construct and three fully connected dense layers (15-10-4),
which results in 1.1k parameters.

2) Reward Function Design: The reward function aims
to achieve precise tracking of the target speed w∗

t , while
simultaneously minimizing energy usage.. Consequently, the
reward function incorporates two components, as formalized
in Equation 9, each scaled by factors α and β:

rt = αr∆wt
− βrEt

. (9)

The speed deviation reward r∆w at a given time t is
computed based on the discrepancy between the reference
speed w∗

t and the motor speed wt or awarded based on
reference speed proximity as follows:

r∆wt
=


1 |w

∗
t − wt

w∗
t

| ≦ 0.1

−(
w∗

t − wt

w∗
t

)2 else
(10)

To enhance energy efficiency, an rE penalty term is intro-
duced that penalizes electrical input power, with an addi-
tional emphasis on copper losses, scaled by γ and δ:

rEt
= γPelect + δPcoppert . (11)

V. TRAINING LOOP

During training the agent interacts in a feedback loop, as
in Fig. 2, with the motor environment collecting experiences
(s, a, s′, r) from the motor dynamics using the state s, action
a, next state s′ and reward r. In actor-critic reinforcement

Agent

Motor Env.

Action
a ∼ πθ(·|s)

State, Reward
(s′, r)

Fig. 2: Agent training loop

learning methodologies, learning a Q-value function is im-
perative to assign an expected return value to any state-
action pair (s, a) under a given policy π. Specifically, in the
SAC framework, the Q-value function estimates the future
return by integrating the immediate reward R obtained at the
ensuing time step, the discounted future Q-value Qπ(s′, a′),
and the entropy of the policy, thereby balancing exploitation
and exploration. Inspired by the SAC algorithm [7], the Q-
value function can be mathematically defined as:

Qπ(s, a) = E(s′,a′)∼p(.|s,a) [R(s, a, s
′) (12)

+γ
(
Ea′∼π(.|s′)[Q

π(s′, a′)]− α log π(a′|s′)
)]

where γ is the discount factor, and α modulates the trade-
off between reward and entropy maximization. In the case
of the motor agent, the state is composed of the observation
s = (w∗

t , wt,t−1,...,t−N , idqt,t−1,...,t−N
) and the Q-estimator

calculates an expected return according to the defined reward
function considering the speed and energy objective. The
control policy network parameter θ are tuned to optimize
for the highest return J(θ) within the estimator parameter
space ϕ. Mathematically this is laid out by considering the
maximal expectation considering the Q-estimate and entropy.

θ∗ = argmax
θ
J(θ) (13)

= Es∼ρπ,a∼πθ
[Qϕ(s, a)− α log πθ(a|s)]

Consequently, when exposed and trained on all operating
conditions, the agent will adopt a control policy πθ with
parameters θ similar to the optimal policy π∗. The result
is a control policy suitable for every end-use application
acquired without manual tuning, substituting the feedback
control equation and parameter definition in Equation 5 and
6 with udq(t) = πθ(s). Algorithm 1 presents a high level
overview of the training procedure.

Algorithm 1 Motor agent training algorithm

1: Initialize actor and critic network parameters θ
2: Initialize memory replay, training policy and optimizer
3: for episode n to N do
4: Generate representative periodical torque profile
5: Set reference speed w∗ and starting operating point
6: for step t to T do
7: Observe state s and select action a ∼ πθ(·|s)
8: Apply action a in the environment
9: Record (s, a, s′, r) and update memory replay

10: SAC update [7] on actor and critic parameters θ
11: end for
12: end for
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VI. RESULTS AND EVALUATION

The proposed agent is analysed in a simulation for training
stability and convergence but also benchmarked with clas-
sical model-free control strategies, namely, PI and Active
Disturbance Rejection Control (ADRC), focusing on speed
regulation and energy demand. The classical controllers are
calibrated to balance speed regulation along with energy
demand. To infuse realism, sensor and control compute time
delay is introduced, wherein the outer speed control loop
and the agent control frequency are configured at fcontrol =
4 kHz, with the inner current control loop set to fcurrent =
5 kHz, and the speed and current sensor update frequency
fixed at fsense = 20 kHz.

A. Agent Training Results

Figure 3 illustrates the training results of the control agent,
captured over several experimental runs. The average reward
over the training process, for both the training policy and
greedy evaluation policy, including the standard variation,
are displayed. In all evaluated training procedures, the agent
successfully learned a stable control policy and converged to
the same average reward after approximately 200k training
steps with no improvement thereafter.
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Fig. 3: Training trajectories of motor control agent

B. Control Performance

For the control performance we investigate the effect
of two highly dynamic end-use applications, whereby the
external load moment depends on the rotor angle θ as shown
in Fig. 4. The blue ( ) profile depicts a sinusoidal load,
similar to a compressor application, where the external torque
causes periodic acceleration or deceleration of the rotor’s
rotation. A torque profile similar to a ratcheting system in
red ( ) marks the second evaluation scenario, in which the
motor is subjected to torque step functions that elevate the
force in increments, followed by an immediate release of the
load torque upon completion of the rotation. The evaluation
applications are chosen to represent distinct characteristics,
whereby the compressor application exemplifies rapid yet
smooth and continuous load changes. On the other hand, the
ratcheting application illustrates abrupt load jumps followed
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Fig. 4: Applications with periodic load disturbance profile

by a consistent load. Figure 5 with its subfigures displays
results of the control setups’ speed regulation and energy
demand for the control strategies according to the two
evaluated application scenarios. Table I lists the key values
to evaluate the speed regulation performance in respect to
settling time and disturbance rejection along with the energy
demand per rotation.

1) Compressor application: All control approaches suc-
cessfully operate around the reference speed, albeit with
varying amplitude and different rise time as shown in
subfigure 5a. In the initial stages, the agent exhibits more
aggressive actions compared to the traditional controller
reaching the desired reference speed earlier, a logical out-
come stemming from the design of the squared speed penalty.
Additionally, enabled by its filter-based design and the ab-
sence or requirement to accumulate any integral or conduct
observations, the agent exhibits much faster reactions. For
this reason, the agent achieves the fastest settling time of
around 47ms, compared with the 58ms of the baseline PI
and 192ms for the ADRC. The ADRC controller, affected
by the load torque on the motor, necessitates supplementary
observations to determine the reference currents for accel-
eration, thereby extending the settling time. The extended
observations combined with the rapid decrease in load leads
to an overshoot of the target speed, significantly exceeding
the reference speed. During the acceleration phase, the agent
demonstrates the quickest response. After completion of the
acceleration phase all controller exhibit the effects of the
periodic disturbance torque. During the periodic disturbance
rejection phase the agent prefers a slightly reduced effective
speed, but rejects the disturbance on the same level as the
ADRC. The remaining disturbance magnitude between the
high and low extrema is identical with the ADRC control
quality at 222, compared with 380 for the PI approach.
Compared with the default PI strategy more steady speed
regulation is achieved. In terms of speed regulation, the agent
shows similar control performance, combining a fast settleing
time and solid disturbance rejection.

Subfigure 5c shows the normalized energy demand per
rotation, thereby putting the power demand of the control
approaches in context with converted mechanical work. For
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Fig. 5: Evaluation of motor control objectives in terms of speed and energy

the first rotations the control strategies are tasked to gain
speed and momentum, which requires additional energy input
compared to maintaining speed in the periodic disturbance
phase. As the agent and PI method tend to converge to the
reference speed fast and precisely they demand a moder-
ate increase of electrical power input initially during the
acceleration phase. Due to the substantial overshoot of the
ADRC controller during the acceleration phase more energy
is consumed in total for the first rotations. Upon reaching
the target speed, each control approach actively counteracts
the periodic disturbance torque. For the smooth and rapid
torque changes of the compressor the agent requires signif-
icantly less energy to neutralize the disturbance compared
to the baseline PI controller. While delivering comparable
disturbance rejection to the ADRC, the agent requires only
46% of the baseline PI energy demand per rotation, and still
beats the energy requirement of the ADRC at 69%.

Summary: The agent demonstrated an efficient and fast
acceleration phase with disturbance rejection control quality
identical to the ADRC in the following. For the smooth
torque profile of the compressor the agent identified control
inputs, that promise significant energy savings in comparison
with the classical controllers.

2) Ratcheting application: When evaluating the ratchet-
ing mechanism for the disturbance scenario the agent prefers
a much more interventionist control approach compared with
the classical controller. As previously, the agent displays a
fast acceleration process requiring 39ms to settle in compari-
son with 54ms for the PI and 244ms for the ADRC. During
the disturbance rejection phase, the remaining disturbance
amplitude is significantly reduced, leading to muted high and
low extremes. The PI and ADRC operate with a remaining
disturbance amplitude of 295 and 252. In contrast, the agent
reduces the disturbance magnitude to 157. Despite employing
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TABLE I: Evaluation results contrasting speed control
performance and energy demand

Speed Control Energy per rotation
Settling
Time in

ms

Rem.Dist.
Magni-

tude

1st Ro-
tation

Avg.
Rota-
tion

Compressor
Application

PI 58 380 2.02 1.0
ADRC 192 222 3.43 0.69
Agent 47 222 2.61 0.46

Ratcheting
Application

PI 54 295 1.64 1.0
ADRC 244 252 3.01 0.63
Agent 39 157 2.50 0.92

a more aggressive disturbance rejection strategy, the agent
consumes 8% less energy per rotation compared to the PI
baseline set at 1. Actively countering the torque disturbance
demands energy, which is why the ADRC consumes less
energy for this application, requiring 37% less than the PI
controller.

Summary: Without prior application knowledge the agent
is capable to act fast and precisely to reach steady state
behaviour, similar to the PI approach, and displays the prefer-
able disturbance rejection property of the ADRC. For this ap-
plication, the agent prioritized speed regulation, significantly
reducing the disturbance amplitude. Yet, it still outperformed
the PI in terms of energy consumption, although it ranks
behind the ADRC controller in energy demand.

VII. DISCUSSION AND FUTURE WORK

In our experiments, particularly for applications that are
smooth yet highly dynamic, the agent is able to achieve
significant energy savings using time series information, even
without prior knowledge of the application. Navigating the
trade-off between speed control and energy consumption
involves a complex interplay of various system variables. The
design of the reward function serves as a proxy, markedly
simplifying the process and alleviating the burden of design
decision for applications. In the future we look to improve the
feature representation of the agent and investigate the control
decisions of the agent and explore the physical reasoning.
Transitioning the focus to hardware execution: Keeping the
parameter count and memory demand low is paramount to
utilize the control approach in embedded systems. Investigat-
ing the effects of quantization on the control performance and
reducing the memory footprint of the suggested method is a
critical aspect. Additionally, overcoming the sim-to-real gap
introduced by training in a synthetic environment will affect
the control strategy learned by the agent. Hardware effects,
such as sense and computation delay, but also a simulation-
plant mismatch will affect the control performance of any
control system, especially the one trained on data.

VIII. CONCLUSION

The work presented a reinforcement learning control
approach tailored to provide an end-application agnostic
method to allow for energy-efficient speed regulation for
electrical motors. Based on a filter design that analyses the
current and speed data time series of a PMSM motor, the

agent is trained on different operating regimes, covering
a wide array of possible applications. The learned control
policy blends a fast and efficient acceleration phase with
advanced disturbance rejection control at low energy cost.
In comparison with manually tuned classical controller the
agent demonstrates advanced capabilities to conserve energy,
while delivering comparable speed regulation. Because of
the end-application agnostic training procedure the agent
learns the internal dynamics of the motor and can therefore
deliver operating point specific control inputs without the
need for manual parameter tuning. As such it offers universal
deployment when limited knowledge of the end-application
dynamics is present, while maintaining a high level of speed
regulation performance and energy efficiency.
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