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Abstract— The development of effective control strategies
is essential to advance the commercialisation of wave energy
converters by maximising energy capture. This study employs
a novel control approach integrating an optimal control term,
based on so-called moments, with a tracking term rooted
in second-order sliding mode control. The optimal term de-
termines the control action to optimise energy conversion
under nominal conditions and provides an optimal velocity
reference. Subsequently, a Super-twisting algorithm is deployed
to robustly track the optimal reference. However, challenges of
integral windup may arise when employing the Super-twisting
algorithm within the tracking loop under conditions of actuator
saturation. To address this, the paper implements two anti-
windup techniques aimed at mitigating the windup effect in
the Super-twisting algorithm. Simulation results validate the
effectiveness of the proposed modification to the main control
strategy in dealing with saturated actuators.

I. INTRODUCTION

The global development of wave energy converters
(WECs) remains in its early stages. Based on assessments
using wind and wave models, experts estimate the global
theoretical potential of wave energy to be around 3 TW
of available power [1], equivalent to an annual generation
of 29,500 TWh according to the International Renewable
Energy Agency [2]. For context, the total global primary
energy production in 2022, across all energy sources, was
28,527 TWh [3].

The advancement of wave energy technology has been
slow primarily due to challenges such as survivability in
severe sea conditions and uncertainty in device concepts. In
addition, the substantial costs and rigorous testing require-
ments pose obstacles to large-scale deployment. In response
to these challenges, control technology emerges as a critical
factor in optimising wave energy converter performance by
adapting to diverse wave conditions and collaborating with
power take-off mechanisms [4].

This study focuses on an automatic control strategy which
maximises energy extraction in WECs while considering
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their physical constraints. This control strategy combines
an optimal control technique based on moments, which
calculates the control action and the optimal motion of the
device based on the force exerted by the wave, with a control
loop that ensures the robust operation of the equipment
according to the calculated optimal reference motion. In this
sense, sliding modes have been used for the robust control
loop, and for this reason, the strategy has been named Sliding
Mode Moment-based Control (SM2C).

The SM2C strategy, which incorporates the Super-twisting
algorithm for the tracking loop, belonging to the family of
second-order sliding modes, has been presented and validated
in simulation environments [5], as well as in a hardware-in-
the-loop system [6]. The purpose of this study is to extend
this control strategy to test it in a wave tank using prototypes
similar to the Wavestar [7], which has been used to generate
the SWELL database [8], [9].

The Super-twisting algorithm (STA) stands out as a well-
established second-order sliding mode control approach,
particularly effective for systems affected by certain types
of disturbances that are Lipschitz continuous with respect
to time [10], [11]. Notably, STA is specifically applied to
systems with relative degree one concerning the control input
and has the advantage of dispensing the measurement of the
sliding function derivative, a requirement for other second-
order sliding mode algorithms [12].

However, when the control input is executed through a
saturating actuator, the signal produced by the conventional
Super-twisting controller may exceed the saturation limits,
leading to the windup effect due to the integral action of the
controller. To counteract or prevent this effect in the Super-
twisting algorithm, various solutions have been proposed in
the existing literature [11], [13]–[15].

Among these solutions, this study incorporates two of
main strategies: Golkani et al., [11], propose the addition of
a damping term in the integral term of the STA, while Seeber
et al., [16], present a conditioned algorithm that modifies the
traditional STA structure without altering its response when
operating below the saturation limits. Consequently, the focus
of this study is to demonstrate the integration of this adapted
approach into the SM2C control structure, incorporating into
the Super-twisting tracking term the possibility of working
with saturating actuators.

A. Notation

Throughout this paper, vectors are indicated with lower-
case bold characters, x, while scalar elements are indicated
with lower-case italic characters, such as k, l,m. Matrices are
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Figure 1. 1:20 scale prototype of the Wavestar device (left) and its
schematic (right).

denoted with bold capital letters, e.g., A, and Rnˆm denotes
real matrices with n rows and m columns. Additionally,
the variable u˚ “ satρpuq, where satρpuq is the saturated
value of the variable u in ˘ρ. Finally, the abbreviation
tσsp “ |σ|psignpσq is used, with tσs0 “ signpσq.

B. Paper organisation

The remainder of this study is presented as follows:
in Section II, the model of the prototype under study is
described through identification. In Section III, the SM2C
control structure with the addition of the anti-windup (AW)
term is presented. The results with this control structure are
shown in Section IV, and the conclusions of the study are
presented in Section V.

II. MODEL

The system to be controlled in this work is a 1:20 scale
prototype of a Wavestar-type wave energy converter (WEC)
(see Figure 1). To obtain the system model, a black-box
identification is carried out, following the approach proposed
by [17], to capture the relevant dynamics for control design.
This identification allows the representation of the system’s
key characteristics and provides the necessary basis for the
design of effective control strategies.

It is worth mentioning that a model could have been
obtained by numerical characterisation based on boundary
element methods (BEM) using linear potential theory [18].
However, as mentioned in [17], this approach only focuses on
hydrodynamics, ignoring any nonlinear physical characteris-
tics associated with the experimental nature of the system,
such as friction effects in the power take-off (PTO) system
that generate dead zones for device motion (see [8]).

Here, the experiment performed in [8] is described to
facilitate the understanding of the control-oriented model
identified, which then has been used for control design
purposes. In particular, for the identification experiment, a set
of down-chirp-type input signals (torque) fIDptq is designed,
whose amplitudes vary between experiments but are always

generated in a frequency range WID “ rωi, ωf s Ă R`. The
use of a descending chirp instead of the more commonly
used ascending chirp is because it is considered that this
way the effect of radiated waves on the experimental results
is minimized, as mentioned in [17], [19].

Once the known input to the system is defined, the
identification experiment is carried out as follows: In calm
water, that is, without the presence of waves in the tank,
the designed input is applied through the PTO system,
measuring the velocity produced by the device, νID, as the
output of interest. With this information, a non-parametric
characterisation in the frequency domain is generated by
calculating the estimation of the average empirical transfer
function (EFTE) [20] as follows:

Ḡθpjωq “
1

N

ÿ

pPNN

G̃p
θpjωq,

G̃p
θpjωq “

V p
IDpjωq

FN
IDpjωq

,

(1)

where Ḡθpjωq P CN and G̃p
θpjωq P CN , with the superscript

p indicating that this EFTE is associated with the amplitude
of the chirp Ap.

Once Ḡθpjωq is calculated, standard system identification
techniques can be used to approximate the corresponding
response operator. In this case, subspace-based techniques
are used (see [21]), which provide a finite-dimensional
strictly proper continuous-time state-space model:

ΣID´θ ”

#

9x “ Ax ` Bpfθ ´ uq

νθ “ Cx
(2)

with GID´θpsq :“ CpsI´Aq´1B, x represents the states of
a black-box identification, fθ is the excitation torque, u is the
control torque, νθ is the angular velocity and system output,
the triplet pA,B,Cq P Rnˆn ˆ Rnˆ1 ˆ R1ˆn is minimal,
and the system (2) is asymptotically stable.

Figure 2 shows the Bode diagram corresponding to the
average empirical transfer function of the identified device,

Figure 2. Bode diagram of the frequency response for the average empirical
transfer function.

1564



calculated for each experiment performed (green lines with
transparency), along with the characteristic response of the
identified model GID´θ (gray dashed line). Additionally, the
frequency response of the passivated model is presented in
the same figure (solid black line). The system passivation
is carried out following the methodology proposed in [21],
to fulfil the condition of real positivity. This condition is
essential to guarantee the existence and uniqueness of energy
maximization solutions using moment theory in optimal
control calculation.

III. CONTROL STRUCTURE

In this section, the SM2C control scheme with AW is
presented, and the control blocks which compose the struc-
ture are described in this section, namely, the moment-based
optimal control and both Super-twisting algorithms with anti-
windup.

The SM2C control strategy is composed of two terms:

uptq “ uoptptq ` uSTAptq (3)

where the first term, uopt, is an optimal control term,
calculated to maximise energy extraction from the WEC
under nominal operating conditions. The second term, uSTA,
is a term that allows robust reference tracking, ensuring
that the system will maintain the conditions for which the
maximization is calculated despite system uncertainty and
possible disturbances.

A. Design of the optimal control term

In wave energy extraction, the design of optimal control
involves a maximization criterion that aims to absorb as
much energy as possible from ocean waves within finite
time intervals T “ rkT, pk ` 1qT s Ă R`, where k P N
and T is the period along which the energy maximisation is
considered. The energy absorbed from the waves is converted
into PTO system energy and can be directly calculated
as the time integral of the instantaneous converted power.
Therefore, this control procedure can be formulated as an
optimal control problem with the objective function J : R Ñ

R defined as:

J puoptq “
1

T

ż

T
uoptpτqνθpτqdτ, (4)

where uopt : T Ñ R is the control force of the PTO. The set
of constraints can be formulated as:

C :

#

νθptq ď Vmax,

uoptptq ď Umax,
(5)

where t P T , and tVmax, Umaxu Ă R`.
With the objective function defined in (4) and the set of

state constraints defined in (5), the optimal control problem
(OCP) can be formulated as:

uopt “ argmax
uPU

J puq

subject to:
#

WEC dynamics ΣID´θ

state and input constraints C

(6)

where U denotes the set of admissible inputs and the system
ΣID´θ describes the motion dynamics of the device, i.e.,
equation (2).

The moment-based technique is used to express the sys-
tem’s steady-state response in terms of moments, which are
specific solutions of an invariant equation. This technique
allows for translating the energy maximization problem,
which has infinite dimensions, into a finite-dimensional
optimization program. In the framework of the moment-
based optimal control described in this section, the energy
maximization problem is transformed into a strictly convex
quadratic program (QP) [22], which systematically guaran-
tees a unique solution for maximizing energy. Furthermore,
this solution simultaneously satisfies the constraints imposed
on the control input and the states [23]. This approach has
a significant impact on the practical feasibility of moment-
based control as it facilitates the use of QP solvers, resulting
in a computationally efficient control solution.

The reference generation procedure can be summarized in
the following steps [24]:

1) Determine the set of solutions R : tuopt, νθopt u by
solving the OCP (6) within a time period ΞK “

rK∆h,K∆h ` Ths Ă R, K P N, where Th is the
horizon for which (4) is effectively maximised, and
∆h is the mobile horizon step.

2) Provide the set R to the tracking control loop within
the interval rK∆h, pK`1q∆hs Ă R`, within a mobile
horizon interval ∆h.

3) Advance ΞK ÞÑ ΞK`1 and return to 1).

B. Design of the tracking term

The tracking control term is designed to ensure that the
system behaves according to the reference provided by the
moment-based optimal control. For this purpose, a sliding
variable of the form is proposed:

σpx, tq “ νθopt ptq ´ νθptq “ νθopt ptq ´ Cxptq, (7)

This sliding variable has a relative degree of 1 for the
control input u in the system model (2), meaning that its
first derivative can be written as:

9σpx, tq “ 9νθopt ptq ´ CAxptq ´ CBuptq “

“ 9νθopt ptq ´ CAxptq ´ CBuoptptq ´ CBuSTAptq “

“ apx, tq ` bptquSTAptq. (8)

Among second-order sliding mode algorithms, the Super-
Twisting algorithm (STA) is the most commonly used for
working with sliding variables of relative degree 1 with
respect to the control input. The STA, as proposed in [10],
has the following structure:

uSTAptq “ k1tσptqs1{2 ` vptq (9a)

9vptq “ k2tσptqs0 (9b)

where k1 and k2 are the constant gains of the algorithm.
The Super-twisting algorithm uses an integral to generate a

continuous control signal, as shown in equation (9). However,
when this signal is applied to a saturating actuator and
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Figure 3. SM2C control scheme with the damped anti-windup proposal,
the damped anti-windup is from [11].

the control action calculated by the algorithm exceeds the
actuator limits, the system enters open-loop and the integral
term continues to accumulate the generated error, leading to
the phenomenon of integral windup.

To address this issue, this study implements two diverse
proposals to compare and contrast their advantages and
disadvantages.

1) Damped anti-windup proposal: The study published in
[11] modifies the structure of the conventional Super-twisting
algorithm to account for the effect of integral windup in
the control design adding a damping term in the algorithm
integral1:

uD-STA “ kD1tσs1{2 ` vD, (10a)

9vD “ kD2
tσs0 ` kD3

βvD, (10b)

which ends up in a damped STA (D-STA). This modifica-
tion requires that the state v satisfies an initial condition
|v0| ď k2

k3
, which, as it represents the integral state of the

control algorithm, is simple to verify. β is a binary variable
that is determined based on the saturation value:

β “

#

1 if |u| ą ρ,

0 if |u| ď ρ,
(11)

where ρ is the saturation value of the actuator. A repre-
sentative scheme of the algorithm working principle can be
observed in Figure 3.

Through a stability analysis [11], it is proven that the gains
of the algorithm in (10) must satisfy:

k1 ą 2

d

k2ρ

bmρ ´ aM
k2 ą

La ` LbaM
b2m

k2
k3

ď ρ (12)

where aM , La, bm, and Lb are known constants that bound
the amplitude and variation of the functions a and b, ensuring
that these functions are globally bounded and Lipschitz
continuous, i.e.:

|apx, tq| ď aM

ˇ

ˇ

ˇ

ˇ

dapx, tq

dt

ˇ

ˇ

ˇ

ˇ

ď La @t ą 0

0 ă bm ď bptq ď 1

ˇ

ˇ

ˇ

ˇ

dbptq

dt

ˇ

ˇ

ˇ

ˇ

ď Lb @t ą 0

(13)

1Henceforth, the dependency on t is omitted wherever possible to
conserve space.

Figure 4. SM2C control scheme with the conditioned anti-windup proposal,
this technique is an adaptation of [16].

Calculating the gains of the algorithm based on the men-
tioned bounds ensures that the system converges to the
origin in finite time, even in the presence of uncertainty
and disturbances. Additionally, it generates a continuous
control action throughout the domain, guaranteeing that if
its absolute value exceeds saturation, the windup effect is
mitigated.

It should be noted that the specified constraint for the term
bptq, specifically bptq ă 1, may not be satisfied in all systems.

2) Conditioned anti-windup proposal: The anti-windup
strategy, introduced in [16], is developed using the condi-
tioning technique proposed in [25]. This technique involves
computing a modified reference signal, denoted as r˚, such
that applying r˚ to the controller instead of the original ref-
erence signal r results in u “ u˚. This approach effectively
mitigates windup by ensuring that the controller with the
modified reference r˚ behaves as if actuator saturation is
not present [16].

Considering equation (9a) and assuming νθopt “ r, a
realizable reference signal r˚ satisfies:

u˚
C-STA “ kC1

tr˚ ´ νθs1{2 ` vC. (14)

The conditioned control law is then derived by substituting
r with r˚ in the dynamic part of the algorithm (9), yielding:

9vC “ kC2
tr˚ ´ νθs0. (15)

By subtracting vC and taking the sign of both sides of (14),
we observe that tr˚ ´νθs0 “ tu˚

C-STA ´vCs0 holds. Thus, the
conditioned STA is derived as:

uC-STA “ kC1
tσs1{2 ` vC, (16a)

9vC “ kC2tu˚
C-STA ´ vCs0, (16b)

u˚
C-STA “ u˚ ´ uopt, (16c)

where u is the total control action from (3) and σ “ νθopt ´ νθ
from (7). The previous deduction and convergence of the
conditioned STA (C-STA) for a simplified model are pro-
vided in [16]. The stability of the conditioned STA with given
non-negative bounds W and L, and a control input bound ρ
is obtained when the following inequalities are fulfilled [16]:

kC1 ą

d

2kC2

pρ ` W q

pρ ´ W q
kC2

ą L (17)

Finally, a schematic illustrating the working principle of
the C-STA is depicted in Figure 4.
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IV. SIMULATION RESULTS

This section presents the simulation results of the SM2C
control strategy with anti-windup. The tests shown are per-
formed using the identified model of the physical system
as described in Section II, and the input used to excite the
system is the excitation torque obtained from the SWELL
database [8], [9], which provides experimental measure-
ments. The control gains were calculated considering un-
certainties (in the parameters) of up to 15% in the identified
system. These gain values for the different algorithms along
with the parameters for the model identification, the model
order and the actuator saturation value are depicted in Table I.

TABLE I
SYSTEM AND CONTROL PARAMETERS

Control algorithms System & actuator
k1 = 7 n = 6
k2 = 10 ωi = 0.1 rad/s
kD1

= 7 ωf = 30 rad/s
kD2

= 10 N = 5
kD3

= 0.95 ρ = 11Nm
kC1

= 7
kC2 = 10

The torque responsible for moving the device is applied
to the system using the values recorded in the experimental
campaign [8]. For the simulation, a period of 200 s is
considered with a step equal to the sampling period used
in the experiment, i.e., Ts “ 1{200 s. The optimal moment-
based control system utilises the excitation torque data to
generate a real-time velocity reference to maximise energy
extraction for the given input. Subsequently, the tracking
control mechanism ensures effective tracking of this optimal
reference. To assess the algorithm convergence to the surface
(σ “ 9σ “ 0), the control action is activated in the simulation
at t “ 10 s. Figure 5 illustrates a comparison of the sliding
variables of the three Super-twisting algorithms STA, D-STA,
and C-STA.

Furthermore, Figure 6 illustrates the convergence of the
algorithms to the surface in the phase plane, where it can be
observed that the three algorithms have the same convergence
pattern because in this phase the control action is below the
saturation value.

Figure 5. Sliding variable evolution in the first 40 s for the different
algorithms. STA is the Super-twisting algorithm without an anti-windup
technique, D-STA is the algorithm with a damped anti-windup technique
and C-STA is the algorithm with a conditioned Super-twisting technique.

Figure 6. Convergence of the Super-twisting algorithms to the origin of
the phase plane σ ´ 9σ.

Figure 7. Calculated (u) and applied (u˚) control actions for each
algorithm. First row: STA without anti-windup. Second row: D-STA. Third
row: C-STA.

Finally, Figure 7 illustrates the calculated (u) and applied
(u˚) control actions for each algorithm compared in this
study. Specifically, it is observed that for this application,
particular uncertainty and actuation time (equivalent to Ts),
the Super-twisting algorithm without anti-windup fails to
maintain the system on the surface due to its unproven
persistence when saturated. Thus, the traditional STA is
ineffective for the application under study in this work.
Additionally, both algorithms which incorporate anti-windup
techniques, the D-STA and the C-STA, effectively maintain
the system on the surface.
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V. CONCLUSIONS

In this study, two techniques are employed to address
integral windup in the Super-twisting algorithm, crucial for
controlling a wave energy converter with saturated actuators.
The Super-twisting algorithm is integrated into a broader
control framework comprising an optimal moment-based
control element with a robust sliding mode tracking com-
ponent. Specifically, under conditions of actuator saturation,
challenges of integral windup can be encountered when
utilising the Super-twisting algorithm within the tracking
loop due to the integral term in the algorithm.

The primary objective of the main control strategy in
this work, i.e., sliding mode moment-based control, is to
enhance energy extraction efficiency from a wave energy
conversion device. Through simulation experiments, both
windup mitigation techniques demonstrate effectiveness. De-
spite instances of control actions surpassing actuator limits,
the control action is swiftly readjusted, ensuring the unin-
terrupted pursuit of the reference trajectory for maximising
energy extraction.

Among the anti-windup techniques considered, even with
both algorithms demonstrating good performance, it is ob-
served that the algorithm which incorporates damping into
the integral term requires an additional gain to ensure con-
vergence during saturation recovery. Moreover, the damped
Super-twisting algorithm necessitates restrictive bounds to
demonstrate convergence. In contrast, the conditioned tech-
nique successfully attains anti-windup objectives with equiv-
alent gains to the traditional Super-twisting algorithm, requir-
ing only structural modifications and adjustments in how the
bounds are computed.
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