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Abstract— This paper provides a quadratic ap-
proach to rejection of amplitude-bounded input dis-
turbances for single-input linear discrete-time sys-
tems. Control specification is that a quadratic
form decreases along the state trajectories when a
quadratic constraint on the state is violated. All the
state-feedback controllers that satisfy the specifica-
tion are parameterized using the solution of the Ric-
cati equation in cheap optimal control. The robustness
of the controllers represented by the maximum allow-
able amplitude of disturbances is not uniform over
the state space and proportional to the constrained
value. In special cases, the optimal performance is
represented using system parameters such as unstable
zeros of the plant.

I. INTRODUCTION

Persistent and fluctuating disturbances are reasonably
characterized by the worst-case amplitude. However,
analysis and synthesis of control systems based on this
characterization rely on computational and complicated
methods. This makes it hard to find fundamental rela-
tions between system properties and attainable perfor-
mances. The established ℓ1 control [1] provides the linear
controller that minimizes the worst-case amplification
for disturbances. However, controller design reduces to
solving infinite dimensional linear program, which is hard
to be solved. Also the controller can be dynamic and can
have arbitrary high order even in the state-feedback case
[2]．

There have been many attempts to overcome these dif-
ficulties. One direction of study is to construct controller
in a static form. In state-feedback case, ℓ1 performance
attainable by linear controller can be attained by static
nonlinear controller [3], and this observation leads to
controller design algorithms [4], [5]．However, resultant
controller is undesirably complicated because control
invariant set should be constructed as a polygon with
huge number of vertices. Another direction is to con-
struct control invariant set in a simple form. Quadratic
invariant set can be represented by a positive definite
matrix of the dimension of the state is used to obtain low-
order controller [6], [7]. However, controller optimization
problem, which requires to solve parameterized LMI, is
not guaranteed to be convex.

For these reasons, well-established methods of distur-
bance rejection control assume disturbances in signal
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classes that can be more easily dealt with. Such examples
are energy bounded signals in H∞ control, Gaussian
stochastic signals in LQG control, and signals generated
by linear autonomous dynamics in tracking control.

To make the analysis and synthesis easier, this paper
provides a quadratic approach to rejection of amplitude-
bounded input disturbances. Control specification is that
a quadratic form decreases along the state trajectories
when the amplitude of the output exceeds an admissible
level. The controllers that satisfy this specification are
parameterized by the solution of the Riccati equation in
cheap control, LQ optimal control without input weight.
The set of all admissible control values is distributed
around the control value of cheap control and represents
robustness of the system in the state space. Furthermore,
the optimal performance is represented using the solution
of the Riccati equation. In special cases, it is represented
using system parameters such as unstable zeros and a
coefficient of the transfer function.

Notations used in this paper are as follows. Let R

be the set of all real numbers, R
n be the set of all n-

dimensional real vectors, and R
n×n be the set of all

n × n real matrices. A matrix A ∈ R
n×n is said to be

stable if the moduli of all its eigenvalues are less than
1. The quadratic form of a positive semidefinite matrix
P ∈ R

n×n is defined and denoted by VP (x) = xTP x.

II. Control Under Bounded Input

Disturbances

We are concerned with state-feedback control of single-
input linear discrete-time systems with bounded input
disturbances. Control specification is that a quadratic
form decreases along the state trajectories when a
quadratic constraint on the state is violated.

A. Control System

Consider the single-input linear discrete-time plant

xk+1 = Axk + Bvk (1)

with A ∈ R
n×n and B ∈ R

n, where xk ∈ R
n is the state,

and vk ∈ R is the input. The state-feedback controller
defined as a function f : Rn → R generates its output as

uk = f(xk). (2)

The plant input is determined as

vk = uk + dk, (3)
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where dk ∈ R is the input disturbance satisfying

|dk| ≤ σ (4)

Here σ > 0 represents the worst-case amplitude of the
input disturbance and is assumed to be unknown, that
is, f does not depend on σ. For a positive semidefinite
matrix S ∈ R

n×n, the state constraint is given as

VS(xk) ≤ γ2σ2. (5)

Note that VS(xk)1/2 represents the magnitude of the
state weighted by S, and its ratio to σ is required not
to exceed γ. When the plant has the single output

yk = Cxk (6)

with C ∈ R
1×n, the output constraint

|yk| ≤ γσ

can be expressed by letting S = CTC in (5).

B. Control Specifications

Control specification is that a quadratic form decreases
along the state trajectories when the constraint (5) is
violated. This specification is described as follows.

Definition 1: Consider the system (1)–(3) and a posi-
tive semidefinite matrix S ∈ R

n×n. A controller f is said
to achieve performance γ if there exists some positive
semidefinite matrix P ∈ R

n×n such that, for any xk ∈
R

n, VS(xk) > γ2σ2 implies VP (xk+1) < VP (xk) for all
dk ∈ R satisfying (4).

Note that when P is restricted to be positive def-
inite, the quadratic form VP acts as a control Lya-
punov function outside the admissible region Γ =
{

x ∈ R
n : VS(x) ≤ γ2σ2

}

. The case where P is not pos-
itive definite will be concerned to optimize the perfor-
mance with respect to the output (6), but stability can
be guaranteed.

Furthermore, the decay rate of VP (xk) is evaluated as
follows.

Definition 2: The controller in Definition 1 is said to
achieve decay rate ρ ∈ (0, 1) if, for any xk ∈ R

n,
VS(xk) > γ2σ2 implies VP (xk+1) < ρVP (xk) for all
dk ∈ R satisfying (4).

The condition of Definition 1 corresponds to the case
ρ = 1 of the stronger condition of Definition 2. When P is
positive definite, the condition of Definition 2 guarantees
that the state returns to the region Γ in finite time steps
since VS(x) ≤ λmax(SP −1)VP (x).

III. Controller Parameterization

This section provides a parameterization of all con-
trollers that achieve required performance. The param-
eterization uses the solution of the Riccati equation in
cheap control.

Consider the Riccati equation

P = ATP A + Q − ATP B
(

BTP B
)−1

BTP A, (7)

where Q ∈ R
n×n is positive semidefinite. This equation

appears in cheap control, LQ optimal control without
input weight, and notable properties of the solution are
studied in detail [8], [9]. The stabilizing solution of (7)
is the solution P such that, for the state-feedback gain
matrix

K = −
(

BTP B
)−1

BTP A,

the closed-loop state matrix

F = A + BK

is stable. In the special case when Q > 0, (7) has a unique
positive definite solution, which is stabilizing.

The equation is related to the general Riccati equation

P = ATP A + Q

− ATP B
(

BTP B + R
)−1

BTP A (8)

with additional constant R > 0. The stabilizing solution
of (8) is the solution P such that F = A + BK with

K = −
(

BTP B + R
)−1

BTP A is stable. Such a solution
is unique if it exists. In the case that Q = CTC,
the stabilizing solution exists if and only if (A, B) is
stabilizable and (C, A) is observable on the unit circle.
The stabilizing solution exists as the unique positive
semidefinite solution if and only if (A, B) is stabilizable
and (C, A) is detectable. Also, the positive definite stabi-
lizing solution exists as the unique positive semidefinite
solution if and only if (A, B) is stabilizable and (C, A) is
observable. This solution is nondecreasing with respect to
R, so tends to a limit as R → 0. The limit P is a solution
of (7) when BTP B > 0. The details can be found in, for
example, [10], [11].

Using the solution of (7), we can parameterize all the
controllers that achieve required performance as follows.
A preliminary result of this parameterization is provided
in our previous work [12].

Corollary 1: There exists a controller f that achieves
performance γ if and only if the Riccati equation (7)
holds with

Q ≥ BTP B

γ2
S, BTP B > 0

for some P ≥ 0. Furthermore, P is the matrix in
Definition 1, and all the corresponding controllers are
the functions f that satisfy

|f(x) − Kx| ≤ ∆(x) =

√

xTQx

BTP B
.

Proof: The statement is the special case ρ = 1 of
Theorem 1 below.

Corollary 1 shows that the set of all admissible control
values are distributed around the optimal control value
uk = Kxk in cheap control. The robustness of the
state can be represented by ∆(xk), the half-width of
the distribution, is not uniform over the state space.
More precisely, for a fixed xk, the maximum set of all
dk ∈ R such that VP (xk+1) < VP (xk) is satisfied by

3478



some controller is [−∆(xk), ∆(xk)], which is achieved by
cheap control. Thus, the maximum disturbance ampli-
tude admissible for xk is ∆(xk), which is proportional to
VQ(xk)1/2. This implies nonuniformity of robustness in
the state space.

This observation supports the importance of cheap
control in disturbance rejection. Optimality of cheap
control is verified for special cases of H∞ control [13]
and ℓ1 control [2]. A condition under which cheap control
achieves disturbance decoupling is also provided [15].

The following slightly extended version describes the
dependency of controllers on the guaranteed decay rate
ρ of VP (xk).

Theorem 1: There exists a controller f that achieves
performance γ with decay rate ρ if and only if the Riccati
equation

P = AT
ρ P Aρ + Q

− AT
ρ P B

(

BTP B
)−1

BTP Aρ, Aρ = A/ρ (9)

holds with

ρ2Q ≥ BTP B

γ2
S, BTP B > 0, (10)

for some P ≥ 0. Furthermore, P is the matrix in
Definition 1, and all the corresponding controllers are
the functions f that satisfy

|f(x) − Kx| ≤ ρ∆(x), ∆(x) =

√

xTQx

BTP B
.

Proof: Let x+ = Ax + Bv and introduce the
quadratic polynomial

φ(v) = ‖x+‖2
P − ρ2‖x‖2

P

=
(

BTP B
)

v2 + 2
(

BTP Ax
)

v

+ xT
(

ATP A − ρ2P
)

x. (11)

First, consider the case BTP B 6= 0. The roots of φ are

Kx ± ρ∆(x),

where Q in ∆(x) is determined by (7). Thus, the set of
all u such that φ(v) < 0 with v = u+d for all d satisfying
|d| ≤ σ is

U(x) = {u : |u − Kx| < ρ∆(x) − σ} .

Therefore, for any controller f , V (xk+1) < ρV (xk) is
equivalent to f(xk) ∈ U(xk). Furthermore, the existence
of f that achieves γ is equivalent to that VS(x) ≥
γ2σ2 implies U(x) 6= ∅. The former is equivalent to
xT

(

S/γ2
)

x > σ2, and the latter is equivalent to ρδ(x) >
σ, namely xT

(

ρ2Q/BTP B
)

x > σ2. These imply that
the existence of f is equivalent to S/γ2 ≤ ρ2Q/BTP B, or
equivalently (10). Finally, consider the case BTP B = 0.
Now, BTP A = 0 since P 1/2B = 0, thus φ = xT(ATP A−
ρP )x, hence performance γ is achieved iff VS(P ) > γ2σ2

implies φ < 0. Here, VS(x) = α2BTSB > γ2σ2 for x =
αB with α > γσ/

√
BTSB, but φ = α2BTATP AB ≥ 0.

This means that γ is not achievable.

Theorem 1 describes a trade-off between robustness
and decaying speed. The maximum disturbance ampli-
tude admissible for xk is ρ∆(xk), which is proportional
to the decay rate ρ.

We can find a relation of this result to quantized
control. The robustness is realized by virtue of freedom
in the choice of control values. In quantized control [16],
such freedom contributes to reduce the number of con-
trol values, and optimal controller is constructed using
the strategy of expensive control, LQ optimal control
without state weight. An equivalence is shown between
quantization effect and uncertainty in control [17].

IV. Performance Analysis

This section represents the optimal attainable perfor-
mance using the solution of the Riccati equation. In
special cases, the performance can be represented by
plant parameters.

A. Optimal Performance

The optimal performance, the minimum of γ, is
achieved when Q = S and represented by the solution
of the corresponding Riccati equation. This means that
cheap control is also optimal in the sense of minimizing
the admissible bound of state perturbation. The differ-
ence to cheap control is that the optimal controller is not
unique and has the freedom in choice of control value as
we found in the controller parameterization.

Theorem 2: Suppose that (A, B) is stabilizable and
(C, A) is detectable. If the Riccati equation (7) with
Q = S has a positive semidefinite solution P , then the
minimum of γ is

γmin =
√

BTP B (12)

and achieved by the controllers in Corollary 1.
Proof: From Theorem 1, it follows that

γ2
min = min

{

α : P ≥ ATP A +
BTP B

α
S

− ATP B
(

BTP B
)−1

BTP A, P ≥ 0

}

= min

{

BTP B

α
: P ≥ ATP A + αS

− ATP B
(

BTP B
)−1

BTP A, P ≥ 0

}

= min
{

BTP B : P ≥ ATP A + S

− ATP B
(

BTP B
)−1

BTP A, P ≥ 0
}

= min
{

BTP B : P = ATP A + S

− ATP B
(

BTP B
)−1

BTP A, P ≥ 0
}

.

The last equality is due to the fact that the solution
P ≥ 0 of (7) is nondecreasing with respect to Q ≥ 0.

Theorem 2 related to cheap control is a counterpart
to a well-known result [16] related to expensive control.
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Therein, the minimum quantization density of control
input in quadratic stabilization is represented using the
solution of the Riccati equation in expensive control, i.e.,
(8) with Q = 0. The optimal controller is constructed
based on the strategy of expensive control.

B. Performance Representation using System Parame-
ters

This section attempts to represent the optimal perfor-
mance using plant parameters. We evaluate the perfor-
mance γ with respect to the plant output (6) by letting
S = CTC in (5). We focus on the two special cases:

Case 1 The plant has no unstable zeros, and its relative
degree is 1.

Case 2 The plant has no stable zeros.

Cases 1 and 2 are the situations where the plant is easy
to control and difficult to control, respectively. In both
cases, the solution P in Theorem 2 exists.

1) Case 1: In this case, the optimal performance
γmin can be represented by the coefficient of the highest
order term of the numerator polynomial of the transfer
function. It is achieved when P = CTC, which means
that the magnitude of the output should be directly
reduced.

In the case that the relative degree is 1, i.e., CB 6= 0,
P = CTC is obviously a solution of the Riccati equation
(7). In the following lemma, the former part is a special
case of [8], and the latter part can be seen similarly to
the corresponding result for (8) (see, for example, [10]).

Lemma 1: Suppose that CB 6= 0 in (7) with Q =
CTC, then P = Q is a positive semidefinite solution,
which is a stabilizing solution if (C, A) is detectable.

Representation of the solution is given for more general
case [8]. We can see that P in Lemma 1 is a solution of

(7) since P B
(

BTP B
)−1

BTP = P .

The state-feedback gain K = −(CB)−1CA corre-
sponding to the solution P in Lemma 1 is used for
disturbance decoupling control and sliding mode control
for continuous-time systems [14].

The following statement, which is a special case of [8]
and can be found in [14], shows that the closed-loop poles
are placed at the zeros of the plant and at the origin.

Lemma 2: Suppose that (A, B) is reachable and CB 6=
0, then the eigenvalues of F for the solution P in Lemma
1 include all the zeros of the system (A, B, C), and the
remaining one is zero.

By the assumption on the relative degree, Lemma 2
can be easily confirmed as follows [8]．Now, without loss
of generality, assume that (A, B) is in controller canonical
form. Let C =

[

c0 c1 · · · cn−1

]

. Then the transfer
function of the system (A, B, C) is G(z) = φo(z)/∆o(z)
with the open-loop characteristic polynomial ∆o(z) =
det(zI − A) and the polynomial

φo(z) = cn−1zn−1 + cn−2zn−2 + · · · + c1z + c0.

Since the relative degree of the system is 1, i.e., cn−1 =
CB 6= 0, it follows that

F =
[

I − (CB)−1(BC)
]

A

=















0 1 0 · · · 0
0 0 1 · · · 0
...

...
...

. . .
...

0 0 0 · · · 1
0 − c0

cn−1

− c1

cn−1

· · · − cn−2

cn−1















,

thus the closed-loop characteristic polynomial is

∆c(z) = det(zI − F ) =
1

cn−1

zφo(z).

The following statement is an easy consequence of
Lemma 2.

Lemma 3: Suppose that (A, B) is reachable, CB 6= 0,
and the system (A, B, C) is minimum phase, then the
solution P in Lemma 1 is the stabilizing solution.

As a consequence of these facts, we have the following
representation of the optimal performance.

Proposition 1: Under all the assumptions of Lemma 1
or those of Lemma 3, we have γmin = |cn−1|.

Proof: Using these lemmas, one can obtain the
statement directly from Theorem 2.

2) Case 2: In this case, the optimal performance γmin

can be represented by the product of unstable zeros of the
plant. This minimum is achieved for a positive definite
P , thus the corresponding VP acts as a control Lyapunov
function outside the admissible region Γ.

The following fact is known as an asymptotic property
of the closed-loop poles, the roots of the characteristic
polynomial ∆c(z), of the optimal control system for
vanishing input weight [18].

Lemma 4: Suppose that (A, B) is stabilizable and
(C, A) is observable on the unit circle. For the stabilizing
solution P of the Riccati equation (8) with Q = CTC,
the limits of the roots of ∆c(z) as R → 0 include all the
stable zeros of the system (A, B, C) and their reciprocals,
and the remaining are zero.

This leads to the following statement.
Lemma 5: Suppose that (A, B) is stabilizable, (C, A)

is detectable, and the system (A, B, C) has no zeros at
1. Also suppose that the Riccati equation (7) with Q =
CTC has a positive semidefinite solution P . If the system
has no unstable zeros, then BTP B/c2

n−r = 1, otherwise,

BTP B

c2
n−r

=
∏

i:|νi|>1

|νi|2,

where r is the relative degree, ν1, . . . , νn−r are the zeros,
and cn−r is the coefficient of the highest order term of
the numerator of the irreducible transfer function.

Proof: Let φo(z) be the numerator polynomial of
the transfer function. According to, for example, [19], it
follows that

BTP B · ∆c(z−1)∆c(z) = φo(z−1)φo(z).
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Substituting z = 1 and using Lemma 4, we have

BTP B = c2
n−r ·

n−r
∏

i=1

(1 − νi)
2

n
∏

i=1

(1 − λi)2

,

where λi, . . . , λn are the roots of ∆o. Thus, if the system
has no unstable zeros, then BTP B/c2

n−r = 1, otherwise,

BTP B

c2
n−r

=

n−r
∏

i=1

(1 − νi)
2

∏

i:|νi|<1

(1 − νi)2
∏

i:|νi|>1

(

1 − ν−1

i

)2

=

∏

i:|νi|>1

(1 − νi)
2

∏

i:|νi|>1

(

1 − ν−1

i

)2
=

∏

i:|νi|>1

ν2
i

=
∏

i:|νi|>1

|νi|2.

The following statement is obvious by the well-known
properties of the Lyapunov equation (see, for example,
[10]).

Lemma 6: Suppose that the Riccati equation (7) with
Q = CTC has a stabilizing solution. Then it is positive
definite if and only if (C, F ) is observable.

Proof: Since (7) is equivalent to P = F TP F +Q, the
lemma is a direct consequence of the relation between the
solution and the coefficients of the Lyapunov equation.

This leads to the following statement.
Lemma 7: Suppose that (A, B) is reachable and (C, A)

is detectable. Also suppose that the Riccati equation (7)
with Q = CTC has a stabilizing solution. Then it is
positive definite if and only if the system (A, B, C) has
no stable zeros.

Proof: The zeros of the system (F, B, C) are the
same as those of the system (A, B, C). The poles, i.e.,
the eigenvalues of F , include all of the stable zeros
and the reciprocals of the unstable zeros of the system
(A, B, C), and the remaining are zero. Thus, the system
(F, B, C) is of minimum order, i.e., pole-zero cancellation
occurs iff the system (A, B, C) has a stable zero. Now,
(F, B) is reachable since so is (A, B). Hence, the system
(F, B, C) is of minimum order iff (C, F ) is observable.
According to Lemma 6, this is equivalent to that the
stabilizing solution is positive definite. These conclude
the statement of the lemma.

As a consequence of these facts, we have the following
representation of the optimal performance.

Proposition 2: Suppose that the system (A, B, C) is
of minimum order and has no stable zeros. Also suppose
that A does not have eigenvalues on the unit circle. Then
we have

γmin = |cn−r| ·
∏

i:|νi|>1

|νi|.

k

d
k
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k

y
k
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−4

−10

−10

Fig. 1. Time evolutions of the input disturbance, the controller
output, and the plant output.

Proof: Without loss of generality, assume that
(A, B) is in controller canonical form. Letting pni be the
(n, i) element of P , we see that the closed-loop state
matrix corresponding to the Riccati equation (8) with
Q = CTC is

F =















0 1 0 · · · 0
0 0 1 · · · 0
...

...
...

. . .
...

0 0 0 · · · 1
−c̄0 −c̄1 −c̄2 · · · −c̄n−1















,

where

(pnn + R)c̄i =

{

a0R, i = 0,
aiR + pni, i = 1, 2, . . . , n − 1.

This implies that F converges to a stable matrix as
R → 0 since it depends only on the coefficients of the
characteristic polynomial det(zI −F ) = zn + c̄n−1zn−1 +
· · · + c̄2z2 + c̄1z + c̄0, whose roots tend to the limits
in Lemma 4. Using the latter part of Lemma 5 and
sufficiency of Lemma 7, one can obtain the statement
directly from Theorem 2.

In a special case of H∞ control, the optimal perfor-
mance is represented as Propositions 1 and 2 [13].

V. Numerical example

This section provides a numerical example to illustrate
the robustness of the control strategy. Consider the case
that the plant parameters are

A =

[

0 1
−5 4

]

, B =

[

0
1

]

, C =
[

−3 1
]

.

The transfer function of this system is

G(z) =
z − 3

z2 − 4z + 5
.

The system has poles at 2 ± j and a zero at 3, which
are all unstable. According to Proposition 2, the optimal
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Fig. 2. State trajectories.

performance is γmin = 3. The solution of the Riccati
equation (1) is

P =

[

9 −3
−3 9

]

> 0,

and the corresponding state-feedback gain is

K =
[

5 −3.6667
]

.

Now, consider the controller f(x) = Kx and let the
initial state be x0 = [8 8]T. Under the assumption σ = 1,
each dk is numerically determined as a realization of a
random variable uniformly distributed on [−σ, σ]. Also,
we examine the case where dk is amplified by the 99%
of the maximum allowable amplitude ∆(xk) when xk is
outside the admissible region Γ =

{

x ∈ R
2 : |Cx| ≤ 3

}

.
Fig. 1 shows the time evolutions of the input distur-
bance, the controller output, and the plant output. The
plant output is attracted to the admissible range [−3, 3]
bounded by the dashed lines. Although it escapes from
this range, it is immediately forced back to this range by
virtue of VP , which acts as a control Lyapunov function
outside Γ. Fig. 2 shows the state trajectories. The blue
and red lines represent the trajectories for the original
and the amplified disturbances, respectively. The ellipses
represent the contours of VP , and the strip bounded by
the two lines represents Γ. The state for the amplified
disturbance fluctuates largely compared with that for
the original disturbance, but the quadratic form of the
state is monotonically decreased outside Γ and eventually
sustained small as in the case of the original disturbance.

VI. Conclusions

We have provided a quadratic approach to rejection
of amplitude-bounded input disturbances by state feed-
back. Control specification is that a quadratic form
decreases along the state trajectories when a quadratic

constraint on the state is violated. The optimal perfor-
mance, the minimum of the constraint level, has been
represented using the solution of the Riccati equation in
cheap control. The optimal control values are distributed
around the control value of cheap control. The robustness
represented by the maximum allowable amplitude of
disturbances is not uniform in the state space and pro-
portional to the constrained value. For special cases, the
optimal performance has been represented using system
parameters such as unstable zeros and a coefficient of the
transfer function.
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