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Abstract— Temporality has been recently identified as a
useful feature to exploit when controlling a complex network.
Empirical evidence has in fact shown that, with respect to their
static counterparts, temporal networks (i) are often endowed
with larger controllable subspaces and (ii) require less control
energy when steered towards an arbitrary target state. However,
to date, we lack conditions guaranteeing that the dimension
of the controllable subspace of a temporal network is larger
than that of its static counterpart. In this work, we consider
the case in which a static network is input connected but not
controllable. We show that when the structure of the graph
underlying the temporal network remains the same throughout
each temporal snapshot while the edge weights vary (but stays
different from 0), then the temporal network will be completely
controllable almost always, even when its static counterpart is
not. An upper bound on the number of snapshots needed to
achieve controllability is also provided.

I. INTRODUCTION

Since the work by Liu et al. appeared in 2011 [1],
researchers from both the control engineering and the sta-
tistical physics community have devoted substantial effort in
understanding under which conditions it is possible to control
a network. At first, efforts were devoted to understand how to
select a set of nodes where input signals should be injected so
that all (or a desired target part) of the network becomes con-
trollable [2], [3], [4]. The criticism to this approach was that
Boolean (“yes/no”) controllability conditions such as that
provided by the Kalman test might not be the most suitable
way to give a practical assessment of our ability to control a
network [5], [6]. Spurred by this consideration, several works
in the literature have investigated the relationship between
the control effort required to control a network and the ratio
between the number of control signals and the number of
nodes to be controlled [7], [8]. The problem of determining
the location of the minimum energy “driver nodes” has also
been investigated extensively [9].
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In most of these studies, the model considered for the
network dynamics is linear time-invariant. As is well known
from classical control theory, controlling nonlinear systems
is in fact by far more complicated than controlling linear
ones, and requires substantially different tools [10]. This,
together with the broad spectrum of possible behaviors that
can occur in nonlinear systems, makes the extension of
the network controllability analysis to the nonlinear world
extremely daunting and in many cases out of reach.

In between linear and nonlinear, an interesting class
of networked systems has recently emerged, the so-called
temporal networks [11]. These are essentially time-varying
linear systems, in which the dynamics switches between
different modes (in our work, between state update matrices
A1, . . . , Aq), and the switching between these “snapshots”
is not controlled but it occurs according to a time schedule,
regardless of the value of the state variables at the nodes.
In this respect, the temporal network model considered
in this paper differs from most of the switching systems
settings investigated in the control literature [12], [13], [14].
It rather resembles the class of temporal networks frequently
encountered in the complex networks literature [15]. When
it comes to controllability, temporal networks were reported
to have “fundamental advantages” [11], in the sense that
they seem to reach controllability faster and demand order of
magnitude less control energy than their static counterpart.
This observation is somewhat counter-intuitive, and relies
crucially on the fact that the future snapshots (i.e., the
structure of the state matrices A1, . . . , Aq in our case) are
known in advance, and are exploited in designing the controls
in the previous steps [16]. Nevertheless, this class of temporal
networks remains interesting and worth investigating further.

In this paper we consider a special control problem
involving temporal networks. Namely, we assume to be in
a case in which a given state/input matrix pair (As, B) is
not structurally controllable (i.e., generically controllable,
for almost all values of the non-zero entries of As and B,
see [17], [18], [1]) and we show that replacing the “static”
As with a temporal sequence of state matrices A1, . . . , Aq

in the same structural class of As (i.e., [As]ij ̸= 0 ⇐⇒
[Aℓ]ij ̸= 0 for ℓ ∈ {1, . . . , q}), then controllablity is
generically achieved, thus analitically backing the empirical
observation made in [19]. To investigate the problem, we
use the notion of fixed controllability subspace introduced
in [20]. We provide an upper bound on the number of snap-
shots needed to almost surely achieve controllability in the
temporal network: it corresponds to the difference between
the dimension of the system and the generic dimension of
the controllability subspace of the static system (As, B).
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Furthermore, we provide a partial characterization of the
Lebesgue measure zero set of selections of the edge weights
for which the controllable subspace does not grow at each
snapshot. Finally, we compound our theoretical results with
a few of illustrative examples.

II. NOTATION AND PROBLEM FORMULATION

Let G = (V, E) be the network graph, where V is the set of
n network nodes and E is the set of edges, i.e., (i, j) ∈ E iff
there exists a directed edge connecting node i to node j in G.
We say that in G there exists a directed path from node i to
node j if there exists a sequence of distinct nodes v1, . . . , vℓ
such that (vk, vk+1) ∈ E for all k ∈ {1, . . . , ℓ− 1}, v1 = i,
and vℓ = j. We will denote by ei the n-dimensional vector
whose i-th entry takes the value of 1 and whose other entries
are 0. Finally, let A be a square matrix; we will denote by
λi(A) the i-th eigenvalue of the matrix A.

In this work, we study the controllability properties of a
temporal network, i.e., a network whose dynamics switches
between q different linear modes (hereafter called snapshots),
according to a preassigned switching schedule. The temporal
network can be expressed in matrix form as

ẋ = Akx+Bu , t ∈ [tk, tk+1) , k ∈ {1, . . . , q}, (1)

where x ∈ Rn is the stack vector of the state of the n network
nodes, the ij-th element aijk of each matrix Ak is different
from zero iff (j, i) ∈ E , i.e.,

Ak ∈ A = {X = (xij) ∈ Rn×n|xij ̸= 0 iff (j, i) ∈ E}, (2)

where A denotes the class of structurally equivalent matrices.
Note that the value of each nonzero entry, say the ij-th of
each matrix Ak, can be interpreted as the weight taken by
the edge (j, i) of G in the time interval [tk, tk+1).

In (1), u is the vector of m control inputs injected in the
network and the ij-th element bij of the matrix B is 1 if
the j-th input is injected in the i-th node and 0 otherwise.
We assume that each of the m control inputs is injected in
a different network node, and thus that B is composed of
a subset of the columns of the identity matrix. Finally, we
define the set of input nodes

Vin :=
{
i ∈ V |

m∑
j=1

bij = 1
}

(3)

as the subset of V where input signals are injected.
We define the static counterpart of the temporal net-

work (1) to be the network whose dynamics is fixed (rather
than switching) and described by the pair (As, B) with
As ∈ A, that is to say, a network whose structure is the
same as that of all snaphots Ak of the temporal network (1).

As shown in [11], the reachable subspace of the temporal
network (1) can be computed as

Ωt = Sq +

q−1∑
k=1

( k+1∏
i=q

[
eAi∆ti

]
Sk

)
, (4)

where ∆ti = ti − ti−1 and

Sk = Im{Kk :=
[
B AkB . . . An−1

k B
]
}. (5)

Note that each element of the controllability matrix Kk

admits a graphical interpretation. Namely, the ij-th element
of the generic block Aℓ

kB, say wℓ
ij , is the sum of the weights

of P paths, πℓ
ij(p), p ∈ {1, . . . , P}, from the j-th node in

Vin to the i-th network node. The p-th path of length ℓ from
the j-th input node to the i-th node is a sequence of edges
{(r1, r2), (r2, r3), . . . , (rℓ−1, rℓ)} where node r1 is the j-th
element of Vin while rℓ = i. The weight of such path is the
product of its edge weights, i.e.,

πℓ
ij(p) =

ℓ−1∏
h=1

arh+1,rh ,

and thus wℓ
ij =

∑P
p=1 π

ℓ
ij(p). While (5) highlights the vec-

tors that generate Sk, providing a basis for Ωt is nontrivial.
We do so in the following Lemma.

Lemma 1: Let λℓ(Aj) be the ℓ-th of µj distinct eigen-
values of Aj and zℓ ≤ n be its multiplicity. Then the
controllable subspace Ωt of the temporal network (1) is the
span of the columns of

K := [K̃1 K̃2 . . . K̃q], (6)

with

K̃k =

{
Kk if k = q∏k+1

j=q pn(Aj)Kk otherwise,
(7)

where

pn(Aj) =

n−1∑
i=0

αi(Aj)A
i
j (8)

is a matrix polynomial of Aj of degree n − 1 and where
αi(Aj), i ∈ {0, . . . , n − 1} are determined by solving the
set of n linearly independent equations obtained by stacking
together the n equations

dz

dλz

(
eλ∆tj

)∣∣∣
λ=λℓ(Aj)

=
dz

dλz

(n−1∑
i=0

αi(Aj)λ
i
)∣∣∣

λ=λℓ(Aj)

(9)
for all z ∈ {0, . . . , zℓ − 1} and for all ℓ ∈ {1, . . . , µj}.

Proof: The result is a direct consequence of (4) and
of the fact that eAj∆tj =

∑n−1
i=0 αi(Aj)A

i
j with αi(Aj),

i ∈ {0, . . . , n− 1} defined as in (9), see e.g. [21].

III. MAIN RESULT

We are interested in the case in which the static system
(As, B) fails to be controllable in a structural sense, i.e., the
generic dimension d := |Ωs|g of the reachable subspace of
the pair (As, B) is less than n. To exclude trivial cases, like
those in which one or more nodes are inaccessible from the
inputs (i.e, a root node of G is not an input node), a standing
assumption in this paper is therefore that the pairs (Ak, B)
(as well as (As, B)) are irreducible [22], i.e., for all i ∈ V
either i ∈ Vin or in G there exists a directed path from a
node j ∈ Vin to i. In fact, for us, the temporal network (1)
and its static counterpart have all state matrices in the same
class A and share the same input matrix B, hence they are
either both irreducible or both reducible.
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The scope of this paper is to investigate the relationship
between the generic dimension |Ωt|g of Ωt, that is the
dimension that Ωt has for almost all the values of the free
entries of the matrices Ak, k ∈ {1, . . . , q}, and the generic
dimension d := |Ωs|g of the reachable subspace of the pair
(As, B). To do so, let us start by noting that, from [20]

Sk = Sg + Sr
k , (10)

for all k, where Sg is fixed, in the sense that it is the subspace
including all directions of the state space that are in Sk for
almost all the values of the nonzero entries of Ak. Now, we
can give Theorem 3 from [20].

Theorem 1: If the pair (Ak, B) is irreducible, then Sg

is generated by unit vectors in the state space defined as
follows: the unit vector ei ∈ Sg if and only if enlarging B
with ei the generic dimension of Sk does not change.
We give two Lemmas on the consequences of Theorem 1.

Lemma 2: If the vector ei ∈ Sk, then ei ∈ Sg for almost
all values of the nonzero entries in Ak.

Proof: Let us prove the thesis by contradiction and
assume that ei ∈ Sk and ei /∈ Sg . Then, from Theorem 1 as
ei /∈ Sg enlarging B with ei should generically increase the
dimension of Sk. However, from (5), for this to be possible
we would need ei /∈ Sk which is a contradiction.

Lemma 3: If the pair (Ak, B) is irreducible, then for all
k, and for almost all the values of the nonzero entries in
the matrices Ak, it is possible to relabel the network nodes
and to perform elementary operations on the columns of the
matrix Kk that turn it into the matrix

Fk =

[
Iγ 0 0
0 Rk 0

]
, (11)

where γ is the generic dimension of Sg , Iγ is the γ dimen-
sional identity matrix, and finally Rk is a (n− γ)× (d− γ)
submatrix of Kk that is full column rank, whose rows all
have at least one nonzero entry, and whose columns have at
least two nonzero entries.

Proof: From (2) and (1) the generic rank of Kk is d
for all k, and thus there exist elementary column operations
on Kk that turn it into the matrix

[Kd
k 0], (12)

where Kd
k is a full column rank n × d submatrix of Kk

(modulo elementary column operations). Moreover, from
Theorem 1 we have that there exists a subspace Sg of Sk

that can be spanned by γ different vectors ei. From (2), this
subspace Sg is the same for all k. Hence, by relabeling the
network nodes so that ei ∈ Sg for all i ∈ {1, . . . , γ}, and
since ei ∈ Sk is equivalent to ei ∈ Im{Kk} and thus also
ei ∈ Im{Kd

k}, we have that there exist elementary operations
on the columns of Kd

k that turn the matrix in (12) into the
matrix Fk in (11) where Iγ is the γ-dimensional identity
matrix. Note that these column elementary operations can
be designed so that Rk is the block of Kd

k consisting of its
last d − γ columns and its last n − γ rows. Hence, Rk is
a submatrix of Kk (modulo elementary column operations)
since Kd

k is a submatrix of Kk (modulo elementary column

operations). Moreover, Rk is full column rank as Kd
k is full

column rank and all its rows contain at least a nonzero entry
as the pair (Ak, B) is irreducible. Finally all its columns
have at least two nonzero entries as a column of Rk with
only one nonzero entry would contradict Lemma 2.
Let us give one last preliminary Lemma highlighting the
relationship between the structure of Kk and that of K̃k.

Lemma 4: For all k ∈ {1, . . . , q} if the (r, s)-th entry of
Kk is nonzero, then also the (r, s)-th entry of K̃k is nonzero
for almost all values of the free entries of Aj , j ∈ {k, . . . , q}.

Proof: From (7) and (8) we have that K̃k is a product
of polynomials of order n− 1 in the matrices Aj , j ∈ {k+
1, . . . , q}. Hence, by isolating the 0-th order term of each
polynomial, we can write K̃k as

k+1∏
j=q

α0(Aj)Kk +

( k+1∏
j=q

pn(Aj)−
k+1∏
j=q

α0(Aj)

)
Kk. (13)

Then, as from (9) the equations whose solutions are the
αi(Aj) for all i and j are linearly independent and all the
known terms are nonzero, we will have that α0(Aj) = 0 at
most for a set of Lebesgue measure zero of the nonzero en-
tries of Aj . Hence, we have just proven that

∏k+1
j=q α0(Aj)Kk

in (13) is a matrix whose structure is the same as that
of Kk for almost all values of the nonzero entries of Aj ,
j ∈ {k+ 1, . . . , q}. Now, for the element (r, s) of K̃k to be
zero when the corresponding element of Kk is nonzero, we
must have that the matrix equality

k+1∏
j=q

pn(Aj)Kk = 0

is fulfilled for its (r, s)-th element. Again, as this equality
defines a proper variety in the parameter space of Aj , j ∈
{k, . . . , q}, then the thesis follows.

Theorem 2: If q > n − d and A is such that the pair
(Ak, B) is irreducible for all k, then |Ωt|g = n.

Proof: The statement is trivial when d = n as Ak ∈
A for all k and as As ∈ A. Hence, if d = n both the
temporal network and its static counterpart are completely
controllable. Let us thus focus on the case d < n, and prove
that when q > n − d, the matrix K in (6) is full rank. To
start with, from (6), (7), and Lemma 3, the matrix K can be
recast through elementary operations on its columns as[

K̃1 K̃2 . . . K̃q−1 Fq

]
. (14)

Then, we can exploit the block [Iγ 0T]T in Fq to perform
elementary operations that turn (14) into[

0 0 . . . 0 0 0 0 Iγ 0

∗ R̃1 . . . ∗ R̃q−2 ∗ R̃q−1 0 Rq

]
. (15)

where with ∗ we denote blocks of dimension (n − γ) ×
γ that are irrelevant for this proof, while the blocks R̃k,
k ∈ {1, . . . , q − 1} share the same dimensions of Rq , i.e.,
(n− γ)× (d− γ). Then let us define the (n− γ)× q(d− γ)
submatrix of (15)

R := [R̃1 R̃2 . . . R̃q−1 R̃q], (16)
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with R̃q = Rq . Indeed, from (15), to prove our thesis it
is sufficient to show that if q > n − d then ρg(R) =
n − γ where ρg(R) is the rank that the matrix R takes
for almost all values of the nonzero entries of the matrices
{A1, A2, . . . , Aq}. To do so, let us consider an integer k
such that 1 ≤ k ≤ n− d < q, and the submatrix of R defined
∀ j ∈ {1, . . . , k} as

[R̃q−(k−1) . . . R̃q−(k−j) . . . R̃q] (17)

and assume that its generic rank is d− γ + (k− 1). In (17),
relabel the network nodes so that the first d−γ+(k−1) rows
form a square matrix, say R̂q−(k−1), with full generic rank.
Then, consider a column c̃k of R̃q−k such that its (d−γ+k)-
th entry, c̃k(d − γ + k), is nonzero. Note that, as the pair
(Ak, B) is irreducible, Lemma 3 and 4 ensure such a column
exists. As R̂q−(k−1) is generically full rank, there generically
exists a unique θk such that

R̂q−(k−1)θk = [c̃k(1) . . . c̃k(d− γ + k − 1)]T .

Define the matrix

R̂q−k =

[
R̂q−(k−1) [c̃k(1) . . . c̃k(d− γ + k − 1)]T

r̂k−1 c̃k(d− γ + k)

]
(18)

where r̂k−1 is a row vector obtained by taking, among the
elements of the (d − γ + k)-th row of the matrix in (17),
only the elements corresponding to the columns that are
selected in R̂q−(k−1). Indeed, R̂q−k in (18) is full rank
unless r̂k−1θk = c̃k(d − γ + k), that is, for almost all
values of the nonzero entries of Ak except a set of Lebesgue
measure zero. As the generic rank of R̃q is d − γ, then
indeed we have proved by recursion that for all k such that
1 ≤ k ≤ n−d+1 ≤ q the generic rank of (17) is d−γ+k−1.
Hence, for k = n − d + 1 we have that (17) and thus R in
(16) is generically full rank, which proves our thesis.

Corollary 1: If a temporal network satisfying the hy-
potheses of Theorem 2 achieves complete controllability
in q snapshots, then any temporal network obtained by
reordering the snapshots A1, . . . , Aq also achieves complete
controllability in q snapshots.

Proof: As the rank of a matrix, R in (16) in this case,
is independent of the order of its columns, the thesis follows.

In the following Remark we give a geometric interpretation
of the proof of Theorem 2.

Remark 1: The controllable subspace of a linear system
described by a pair (A,B) (and thus also of a linear network)
is the smallest A-invariant subspace including the range of
the matrix B. Hence, the controllable subspace is the span of
a set of right eigenvectors of the matrix A. Among this basis,
according to [20] we can distinguish a set of γ elements that
span the fixed space Sg , a space that does not vary with the
free entries of A. When Sg is smaller than the controllable
subspace, then it is completed by adding to the basis of Sg

another set of d − γ eigenvectors that span a non-generic
subspace of the network state-space. These d − γ elements

form a basis of a subspace that is not generic (although its
size is generic) and that is “tilted” as the free entries of
A are modified. When concatenating in a temporal network
matrices Ak whose structure is the same but whose entries
vary, we will have that, according to Lemma 4, no rank is lost
because of the “rotations” due to the left multiplication with
exponentials in (4), and that at least a direction is added to
the controllable space at each snapshot because of the tilting
in Ak, see proof of Theorem 2.

A. Investigating the (zero measure) set of non-controllable
temporal networks

From Theorem 2, almost all choices of A1, . . . , Aq ∈ A
achieve |Ωt|g = n in at most n−d+1 steps. Characterizing
the zero-measure set of matrices for which Theorem 2 fails
and the reachability subspace does not reach a generic rank
n is a challenging problem. The following Theorem provides
an explicit class of matrices that will never increase the
dimension of the reachable subspace Ωt, regardless of the
number of snapshots q.

Theorem 3: If A1 ∈ A and for all k ∈ {2, . . . , q}

Ak = αℓAℓ +BLℓ ℓ ∈ {1, . . . , k − 1}, (19)

where αℓ ∈ R∖{0}, and Lℓ ∈ Rm×n is s.t. αℓAℓ+BLℓ ∈ A,
then Sk = Sℓ, and thus |Ωt|g ≤ |Ωs|g . Moreover, if As ∈
span{A1, . . . , Aq} ∩ A we have Ωs = Si, ∀i ∈ {1, . . . , k},
and Ωt ⊆ Ωs.

Proof: From the Cayley-Hamilton theorem we have that
AℓSℓ ⊆ Sℓ and that αℓSℓ = Sℓ. Therefore from (19) we have
AkSℓ ⊆ αℓAℓSℓ + Im{B} ⊆ αℓSℓ + Im{B} = Sℓ. Thus,
∀k ∈ {2, . . . , q}, ℓ ∈ {1, . . . , k − 1}, we get that Sℓ is Ak-
invariant and it includes Im{B}, and so it includes Sk, which
is the smallest subspace with those properties. Conversely,
we note that if (19) holds then Aℓ = α̃kAk + BL̃k, with
α̃k = α−1

ℓ and L̃k = −α̃kLℓ. We obtain AℓSk ⊆ Sk and so
Sk is Aℓ-invariant and it includes Im{B}, and so it includes
Sℓ. Therefore Sk ⊆ Sℓ ⊆ Sk which implies Sk = Sℓ, and
since it holds ∀ k ∈ {2, . . . , q}, ℓ ∈ {1, . . . , k − 1} we have

Sk = Si i ∈ {1, . . . , k}. (20)

To prove that |Ωs|g ≥ |Ωt|g , we first observe that

q∑
k=1

Sk = Si, 1 ≤ i ≤ q. (21)

We then note that if a subspace Sℓ is Ak-invariant it is also
eAk -invariant1, i.e., ∀k ∈ {1, . . . , q}, ℓ ∈ {1, . . . , k− 1}, we

1Given Ai
k ∈ Rn×n, we have from the Cayley-Hamilton theorem

that An
k ∈ span{Ak, . . . , A

n−1
k }, ∀k ∈ {1, . . . , q}, therefore Ai

k ∈
span{Ak, . . . , A

n−1
k }, ∀i ≥ n. Thus, it holds ∀ i ∈ N and

∑∞
i=0 µiA

i
k ∈

span{Ak, . . . , A
n−1
k }, ∀µi ∈ R ∖ {0}. If AkSℓ := P1 ⊆ Sℓ, then

A2
kSℓ = AkP1 := P2 ⊆ Sℓ, therefore Ai

kSℓ := Pi ⊆ Sℓ, which
proves that Ak-invariance implies Ai

k-invariance ∀ i ∈ N. If Sℓ is invariant
for {Ak, . . . , A

n−1
k }, it is also invariant for every linear combination of

these matrices, because we can always rewrite such linear combination as
a polynomial in Aℓ, p(Aℓ). Indeed Sℓ = {p(Aℓ) Im{B}|deg(p(Aℓ)) =
n− 1} and if (19) holds, then

∑n−1
i=0 µiA

i
k = p(Aℓ).
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have eAk∆tkSℓ =
∑∞

i=0
Ai

k∆tik
i! Sℓ =

∑n−1
i=0

Ai
k∆tik
i! Sℓ ⊆ Sℓ.

Hence, we observe that ∀k ∈ {1, . . . , q}:

k+1∏
i=q

[
eAi∆ti

]
Sk =

k+2∏
i=q

[
eAi∆ti

]
eAk+1∆tk+1Sk ⊆

k+2∏
i=q

[
eAi∆ti

]
Sk ⊆ . . . ⊆ eAq∆tqSk ⊆ Sk. (22)

Therefore, from (20) and (21), substituting (22) in (4) yields

Ωt = Sq +

q−1∑
k=1

( k+1∏
i=q

[
eAi∆ti

]
Sk

)
⊆ Sq +

q−1∑
k=1

Sk = Si.

(23)

Since As, Ai ∈ A we have that |Ωs|g = |Si|g = d, and
from (23) we obtain |Ωs|g ≥ |Ωt|g . If we further assume
that As ∈ span{A1, . . . , Aq} ∩A, then there exist βk, β̂k ∈
R ∖ {0}, and L̂k ∈ Rm×n, k ∈ {1, . . . , q} such that As =∑q

j=1 βjAj = β̂iAi +BL̂i, i ∈ {1, . . . , k}. Then, the same
lines of argument showing that Si = Sk for all (k, i) smaller
than q imply that Ωs = Si ⊇ Ωt, completing the proof.

IV. NUMERICAL EXAMPLES

We start this numerical section by giving an example that
illustrates the main result of Theorem 2.
Example 1. Let us consider the following network

x3

x2

x1

x4

x5

whose adjacency matrix for each snapshot is

Ak =


0 0 0 0 0

a21(k) 0 a23(k) 0 0
0 a32(k) 0 0 0

a41(k) 0 0 0 0
a51(k) 0 0 0 0

 ∈ A,

and where the red arrow entering node 1 means that the
only control input is injected in node 1, i.e., B = e1.
Consequently, we have that the structure of the controllability
matrices Kk for each snapshot is

∗ 0 0 0 0
0 ∗ 0 ∗ 0
0 0 ∗ 0 ∗
0 ∗ 0 0 0
0 ∗ 0 0 0

 ,

where the symbol ∗ denotes a nonzero entry whose value
as a function of the entries of Ak is omitted for brevity.
From the structure of the first three rows of Kk, it is evident
that Sg = Im{e1, e2, e3} and thus there exists a set of
elementary column operations such that Kk can be turned

into

Fk =


1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 a41(k) 0
0 0 0 a51(k) 0

 ,

where [a41 a51]
T = Rk. As from the structure of Fk it is

d = 4, from Theorem 2, in q = 2 > n − d = 1 snapshots
we almost always achieve Ωt = Rn. ■
Example 2. In this example we exploit the same network
structure with two different parametrizations to (i) provide
an instance of the class of matrices introduced in Theorem 3,
and (ii) show that this class does not completely characterize
the set of Lebesgue measure zero of parameter selections
for which the controllable subspace does not grow at each
snapshot. We consider the following network

x3

x2

x1

x4

where the red arrow indicates that B = e1 and where

A1 =


0 0 0 0

a21(1) 0 0 0
0 a32(1) 0 0
0 a42(1) 0 0

 ∈ A.

A2 is selected as

A2 =


0 0 0 0

βa21(1) 0 0 0
0 µa32(1) 0 0
0 µa42(1) 0 0

 ∈ A,

where β and µ are two nonzero scalars. By exploiting the
nilpotency of A2, we get the following exponential matrix

eA2∆t2 =


1 0 0 0

βa21(1)∆t2 1 0 0

µβa21(1)a32(1)
∆t22
2 µa32(1)∆t2 1 0

µβa21(1)a42(1)
∆t22
2 µa42(1)∆t2 0 1

 .

The controllability matrix of the pair (A1, B) is given by

K1 =


1 0 0 0
0 a21(1) 0 0
0 0 a21(1)a32(1) 0
0 0 a21(1)a42(1) 0

 .

It is easy to verify that all the columns of K̃1 = eA2∆t2K1

can be written as linear combinations of the columns of

K2 =


1 0 0 0
0 βa21(1) 0 0
0 0 µβa21(1)a32(1) 0
0 0 µβa21(1)a42(1) 0

 .

Indeed, for this temporal network we have that γ = 2 and

R =

[
a21(1)a32(1) µβa21(1)a32(1)
a21(1)a42(1) µβa21(1)a42(1)

]
.
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Hence, regardless of the choice of β and µ, the rank of K is
3 and thus the temporal network is not controllable. When
β = µ we have A2 = βA1 that fulfills the assumption of
Theorem 3 given in (19) with α1 = β ∈ R∖ {0} and L1 =
0, while setting β ̸= µ defines an uncontrollable temporal
network that is not characterized by Theorem 3. ■

In Theorem 2 we provide an upper bound on the number
of snapshots required to achieve complete controllability.
However, the tightness of this bound depends on the network
structure. The number of leaves and the maximal length of
the paths of the disjoint trees rooted in the input nodes that
span the network are two structural features known to affect
the controllability properties of static networks [17], [23].
Example 3 shows that these two structural features play a
role also in the temporal case, as they may determine the
number of snaphshots required to achieve Ωt = Rn.
Example 3. Let us consider a tree network of 7 nodes with
3 leaves and branches of length 2, with control input in the
root node 1.

x2 x3 x4

x1

x5 x6 x7

The adjacency matrix of the k-th snapshot is
such that aij(k) ̸= 0 for all pairs (i, j) ∈
{(2, 1), (3, 1), (4, 1), (5, 2), (6, 3), (7, 4)} and zero otherwise.
Exploiting the graphical mapping in [24] it is possible to
show that the generic dimension of the controllable
subspace of this network is d = 3. Therefore from Theorem
2 we should achieve complete controllability in at most
q = n − d + 1 = 5. However, for almost all values of
the nonzero entries of the matrices Ak, k ∈ {1, 2, 3},
controllability will be reached in q = 3 snapshots. To see
this, consider that for this temporal network γ = 1 and

Rq =


a21(q) 0
a31(q) 0
a41(q) 0

0 a21(q)a52(q)
0 a31(q)a63(q)
0 a41(q)a74(q)

 .

For q = 3 we have that R = [R̃1 R̃2 R3] will be a 6×6 full
rank matrix for almost all values of aij(k), k ∈ {1, 2, 3}. ■

V. CONCLUSIONS

Motivated by [11], in this paper we studied controllability
of a class of temporal networks for which the edge weights
vary in time while the structural graph G, describing the
topology of the connections, is time invariant. We found
that this class of temporal networks almost always reaches
controllability provided that in G there exists a directed path
connecting at least an input node to every other network
node, thus proving the empirical observation made in [19].
Furthermore, we provided a partial characterization of the

Lebesgue measure zero set of selections of the edge weights
for which temporality is not advantageous for controllability
in this setting. Future work will be devoted to extend our
results to temporal networks whose structure varies in time.
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