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Abstract— This paper presents a distributed algorithm for
ensuring the strong connectivity of spatially distributed net-
works where the communication network topology depends on
both the position and communication range of the nodes. This is
achieved by adding new links via adjusting the communication
range and/or controlling the position of the nodes. The dis-
tributed algorithms rely on the estimation of strongly connected
components of a dynamic network topology, accomplished
through the utilization of the maximum consensus algorithm.
The proposed strategies are scalable and converge in a finite
number of steps without requiring information on the overall
network topology. Finally, the proposed distributed algorithm
is demonstrated through two case studies of ensuring strong
connectivity in wireless networks with static and mobile nodes.

Index Terms— Distributed algorithms, finite-time, strongly
connected digraph, max-consensus, spatially distributed net-
work.

I. INTRODUCTION
A spatially distributed network (SDN) consists of nu-

merous devices/nodes with limited sensing, data processing,
and communication capabilities. SDNs have been widely
used to represent wireless sensor networks [1], [2] and
robotic networks [3] for estimation, optimization, and control
purposes. As SDNs may not have a control center, data
processing/decision-making should be designed and imple-
mented at the node level with direct data exchange between
the neighboring nodes, also known as distributed estima-
tion/optimization/control [4]. The communication network
topology in SDNs is constructed based on the locations of
the nodes and their communications range, as a node can
only send information to the nodes within its communication
range. Since the individual node may have different but
limited communication range, the network topology in SDNs
can then be modeled as a directed graph.

Strong connectivity of a directed graph associated with
the communication network topology of SDNs is a crucial
requirement in ensuring the convergence of many distributed
algorithms. However, in practice, the communication net-
work topology may not always be strongly connected. There-
fore, it is of importance to ensure the strong connectivity
of the directed graph, e.g., by adding new links, before
executing any distributed estimation/optimization/control al-
gorithms. More importantly, the procedure for ensuring the
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strong connectivity of the graph should also be done in a
distributed manner due to the following reasons: i) the overall
network topology is often not available due to geographical
constraints; ii) to comply with the feature of distributed
algorithms that will be deployed in the SDNs.

This paper focuses on designing a distributed algorithm
for establishing strong connectivity of a directed graph asso-
ciated with the communication network topology in SDNs.
This is achieved in practice by adjusting the communication
range and/or controlling the position of the nodes. The
initial work on this topic dated back to two decades ago,
e.g., [5], [6]. The proposed approach requires each node
to initially send a neighbor-discovery message and record
the acknowledgement from the receiving nodes to establish
connection. This process is repeated while increasing its
communication range or radius, and a termination condition
is presented which ensures that the resulting undirected graph
of the communication network is connected. However, in
these studies, the connection between any pair of nodes is
only considered when the resulting link is undirected.

On the other hand, there have been studies on network
topology control whose main objective is to maintain the
(strong) connectivity of a graph [7]–[10]. However, these
results assume that the network to be controlled is already
strongly connected in the first place. A distributed algorithm
to verify and ensure strong connectivity of a directed graph
was proposed in our prior work [11], [12]. Briefly speaking,
the method relies on estimating the paths and the strongly
connected components of a graph via the maximum consen-
sus algorithm. However, the setting assumes that each node
can add new links to any nodes in the network. Hence, the
results are not directly applicable to SDN.

In this paper, we extend our approach in [11], [12]
to design a distributed algorithm for establishing strong
connectivity in spatially distributed networks. Specifically,
the main contribution of this paper is three-fold. First, we
improve the distributed strategy for estimating the strongly
connected component (SCC) in a directed graph initially in-
troduced in [11], [12], reducing the memory requirement for
exchanging information. Moreover, this improved strategy
eliminates the necessity of knowing the node’s out-neighbors
and the exact total number of nodes, as required in [11], [12].
Second, we extend the SCC estimation algorithm to deal
with dynamic topology due to the motion of the nodes and
the adjustment of the node’s communication range. Finally,
we demonstrate the distributed link addition algorithm for
ensuring strong connectivity of SDNs within two case-
studies of wireless network with static and mobile nodes.
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The remainder of this paper is organized as follows. In
Section II, we review the basic notions from graph theory
and provide the problem settings. Section III presents the
distributed algorithm to ensure the strong connectivity in
spatially distributed networks. The demonstrations of the
proposed algorithm for ensuring strong connectivity in wire-
less networks are presented in Section IV and followed with
concluding remarks in Section V.

II. PROBLEM FORMULATION

In this section, we recall some basic notions of the graph
theory and then define the problem settings within this paper.

A. Notation and Graph Theory

Information exchange between nodes in a network can be
modeled by a directed graph (digraph). A directed graph
is denoted by G = (V, E) with a set of nodes V and a set
of edges (links) E ⊆ V × V . A graph G1 = (V1, E1) is
a subgraph of G = (V, E) if V1 ⊆ V and E1 ⊆ E . The
existence of an edge (i, j) ∈ E denotes that the node j can
obtain information from the node i, or the node i is accessible
to the node j. Here, node i is said to be an in-neighbor of
node j. Within this paper, the set of all in-neighbors of a
node i is denoted by Ni = {j ∈ V | (j, i) ∈ E}. A path is
a sequence of nodes (i1, i2, . . . , ip), p > 1, such that ij is
an in-neighbor of ij+1 for j = 1, . . . , p− 1. An elementary
path, is a path in which no nodes appear more than once.
Node i can reach node j, i.e., j is reachable from i, if there
is a path from i to j.

A graph is said to be strongly connected if there is a path
between any pair of distinct nodes, and it is called weakly
connected if the graph obtained by adding an edge (j, i)
for every existing edge (i, j) ∈ E in the original graph is
strongly connected. A strongly connected component (SCC)
of a directed graph G is a subgraph of G that is strongly
connected and maximal, as such, no additional edges or
vertices from G can be included in the subgraph without
breaking its property of being strongly connected.

Within this paper, let R be the set of real numbers and
Z≥0 be the set of non-negative integers. By 1n ∈ Rn and
0n ∈ Rn, we denote the all ones vector and zeros vector in
n-dimension, respectively. For a given set N , |N | denotes
the number of elements in this set. Vectors are denoted as
boldface lower case and matrices are denoted as capital
boldface letters. Finally, the state associated with a node
i ∈ V is represented by the subscript operator, for example
state a ∈ Rb, b > 1 for node i is shown as ai and the j-th
element of vector ai (with j ≤ b) is denoted by ai,j .

B. Problem Formulation

Consider a network consisting of at maximum n̄ number
of nodes. We assume that each node is equipped with
its own computational resources and is assigned with a
unique identifier1, where each identifier can be mapped into

1Note that the unique identifier is a standard assumption commonly used
in designing distributed algorithms which can be realized e.g., by using
MAC address, see for example [7], [13].

i ∈ {1, . . . , n̄}. The location of each node i is denoted by
qi ∈ R3. Additionally, each node i is equipped with a com-
munication device that can transmit information to any other
nodes up to a certain radius ri. Without loss of generality,
we consider that each node i can adjust its position and
communication radius according to the kinematic model

q̇i = ui, ṙi = vi (1)

with ui and vi denote the velocity control input for the
position and communication radius, respectively. Note that,
as we will show later in Section IV, a stationary node is a
special case of this model where ui := 03 for all time.

We consider the case where not all nodes in the network
are active and participating in the information exchange.
Here, we denote the active nodes as V ⊆ {1, . . . , n̄} and
the information n̄ becomes an upper bound of |V|. The
communication network between these nodes can then be
modeled as a directed graph G = (V, E) with E denotes
the set of edges between the active nodes. Here, (i, j) ∈ E
when ||qi − qj || ≤ ri and equivalently Nj = {i ∈ V |
||qi − qj || ≤ ri}. This directed graph is often described as
a spatially distributed network (SDN) [14].

In this paper, it is assumed that the information of the
overall network topology G is not available. That is, the
available information is only the local information of the
individual node given by the following assumption.

Assumption 1: Each node i only knows the information
on Ni and the upper bound of n̄.
We restrict the discussion in this paper to the case where
initially the graph G is not disconnected, i.e., it is at least
a weakly connected digraph. Furthermore, we consider a
discrete-time settings and assume that communication be-
tween the nodes occurs in a synchronous manner, where
communication instants may either be defined by a clock or
by the occurrence of external events. This can be realized,
e.g., by allowing the node to have access to global/universal
time with predetermined execution timing and interval.

The objective of this paper is to develop a distributed
algorithm for solving the following problem:

Problem 1 (Connectivity Augmentation): For a spatially
distributed network G, design control input ui and vi for
each node i ∈ V in a distributed manner, such that additional
edges ∆E+ ⊆ (V × V) \ E are added to ensure that the
resulting graph G∗ = {V, E ∪∆E+} is strongly connected.

III. DISTRIBUTED ELECTION OF LINKS FOR
ESTABLISHING STRONG CONNECTIVITY

The proposed approach to solve Problem 1 is divided
into the following two steps: 1) to identify new links to be
augmented resulting in strong connectivity, and 2) to com-
pute the control input ui and vi that result in establishment
of the new links obtained in step 1 while maintaining the
existing edges. In this section, we focus on the first step. As
the computation for ui and vi largely relies on the consid-
ered scenarios and its associated constraints, comprehensive
discussions related to the second step will be presented in
Section IV.
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To identify new links to be established, each node first
estimates the strongly connected component (SCC) that it
belongs to. Here, we first describe a method for distributed
estimation of the SCC for a fixed network topology, followed
by its extension to the dynamic topology. Once each node
finishes estimating its own SCC, the elected links for link
addition can then be selected from itself towards its in-
neighbors that does not belong to its own SCC. More detailed
descriptions are given in the following subsections.

A. Distributed Estimation of SCCs on Fixed Topology

In the context of SDN, we refer to a fixed topology as a
window of time when the relationship between each pair of
nodes remains constant. This covers both cases where 1) all
nodes’ position and communication radius remain constant,
and 2) the changes of the nodes’ position or communication
radius do not result in addition or deletion of any edges.

First, let us introduce the term information number of
node i as the number of nodes (including itself) that can
reach node i. Furthermore, for each node i ∈ V , we introduce
the state xi[t] ∈ Rn̄ to estimate all nodes that can reach node
i, and simultaneously estimate its own and the other node’s
information number. Each xi, ∀i ∈ V is initialized as

xi,j [t0 := 0] =

{
1, if j = i

0, otherwise.
(2)

To ease the discussion, let us define an intermediate state
zi[t] ∈ Rn̄. Then, each xi is updated as follows.

zi,k[t] = max
j∈Ni∪{i}

xj,k[t], ∀k ∈ V (3)

xi,j [t+ 1] =

{
|{k ∈ V | zi,k[t] > 0}| , if j = i

zi,j [t], otherwise.
(4)

Note that to ensure that the correct information number is
computed, the update rule (4) needs to be executed after each
node receives the information from all of its in-neighbors and
computes (3).

Given the existing shortest path between any pair of nodes
in G, let D denotes the maximum length of those paths2,
where D ≤ |V| − 1. We then have the following lemma,

Lemma 1: Given a fixed topology of digraph G and each
node executes update rule (3)–(4) starting with each initial
values as in (2) simultaneously at the time t0. Then, the
state xi[t] converges for t ≥ t0 + 2D. Furthermore, the
convergence value xi,j [t] ≥ 0 (for t ≥ t0 + 2D) equals
to the information number of node j that can reach node i.

Proof: The initialization and update rule for state xi

is a condensed version of a two-stage maximum consensus
update protocol inspired from [11], [12]. The first stage
involves the state ai[t] ∈ Rn̄, initialized with ai,j [t0] = 1
if j = i and 0 otherwise, and updated via ai,j [t + 1] =
maxk∈Ni∪{i} ak,j [t]. Note that as the information propagates
from one node to another via the maximum consensus
protocol, for each existence of elementary path with length
lji from node j to node i, then the initial value of ai,j [t0] = 0

2If the graph G is strongly connected, then D is identical to its diameter.

will change to 1 after lji iteration, i.e., ai,j [t0 + lji] = 1.
As the maximum of existing elementary path is D, then the
value of ai will remain constant after t0+D. Note that when
no path exists from node j to node i, then ai,j [t0+D] remains
0. Next, the second stage involves the state ci[t] ∈ Rn̄, that
initialized simultaneously at t0 + D with ci,j [t0 + D] =
|{k ∈ V | ti,k[t0 + D] > 0}| if j = i and 0 otherwise,
and updated via ci,j [t + 1] = maxk∈Ni∪{i} ck,j [t]. With a
similar argument as previous, the value of ci will remain
constant after t0 + 2D. The modification for xi reduced the
required memory for communication with identical results
to the presented two-stage, i.e., ci[t0 + 2D] = xi[t0 + 2D].
Hence, the state xi will not change after 2D iterations.

Lemma 1 provides a guideline for each node i ∈ V to
evaluate the state xi. Specifically, after 2D iterations passed
from t0, node i then has access of node j’s information
number. Here, xi,j = 0 represents the case where node j
cannot reach node i. As the value of D is not known to each
node, the evaluation can be done via xi[t0 +2n̄] instead, as
n̄ ≥ D and each node has information on n̄.

Finally, we now proceed with the distributed identification
of the SCC that each node i belongs to by evaluating xi[t0+
2n̄]. Let us define node i’s estimation of its own SCC as the
set Ci. Additionally, the set Pi refers to node i’s estimation
of all (predecessor) nodes that can reach all the nodes in Ci.
Then, let us recall the following lemmas from [11], [12].

Lemma 2 (Lemma 2 in [12]): If node i is reachable from
node j (i.e., xi,j [t0 + 2n̄] > 0) and nodes i and j have the
same information number (i.e., xi,j [t0+2n̄] = xi,i[t0+2n̄]),
then nodes i and j belong to the same SCC (i.e., they are
mutually reachable to each other).

Lemma 3 (Lemma 3 in [12]): For each node i, the other
nodes in the set Pi have a smaller (positive) information
number compared to the node i (equivalently any nodes in
Ci). Specifically, the information number of node i satisfy
xi,i[t0 + 2n̄] ≥ |Ci|+maxj∈Pi

xj,j [t0 + 2n̄].
The above lemmas provide the foundation that allows each

node i ∈ V to estimate Ci and Pi, as summarized in the
following proposition.

Proposition 1: Given a fixed topology of digraph G and
each node i ∈ V executes update rule (3)–(4) starting with
each initial values as in (2) simultaneously at the time t0.
Then, for time t ≥ t0 + 2n̄, the SCC that contains the node
i is identical to the set

Ci := {∀j ∈ V | xi,j [t] = xi,i[t]}. (5)

Furthermore, the set of all (predecessor) nodes that can reach
any node in Ci is identical to the set

Pi := {∀j ∈ V | 0 < xi,j [t] < xi,i[t]}. (6)
The proof of the Proposition 1 follows directly as a result

from Lemma 2 and 3. Note that node i’s local estimation of
Ci and Pi are identical to all the other nodes which belong
to the same SCC (i.e., Cj = Ci and Pj = Pi for all j ∈ Ci).

Remark 1: In contrast to our prior work [11], [12], the
approach to estimate SCC for a fixed topology proposed in
this paper uses less memory to exchange the information,
i.e., a vector of n̄ instead of 2n̄.
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B. Distributed Estimation of SCCs on Dynamic Topology

The connectivity property of an SDN directly depends on
the state of the nodes, i.e., its position and communication
radius. Accounting for the variation in the edges due to
changes in nodes’ states or the variation of the active nodes
due to joining or leaving nodes, we can generally expect that
the modeled directed graph is time varying. To this end, we
propose a method for the nodes to reinitialize the distributed
estimation of SCCs when the topology changes. Let {tk : k ∈
Z>0} denote the time sequence of the changes in topology,
i.e., there exists a node i whose Ni[tk] ̸= Ni[tk − 1].

To enable the individual node to record and track the
changes in the network, we introduce a new state mi ∈ R
whose initial value is set to mi[t0 := 0] = 0 for all i ∈ V .
Then, let us define an intermediate state d[t] ∈ R to compute

di[t] =

{
tk, if Ni[t := tk] ̸= Ni[tk − 1]

maxj∈Ni∪{i} mj [t], otherwise.
(7)

The update rule of the state mi and the reset mechanism for
the state xi are then given as follows.

mi[t+ 1] = di[t] (8)

xi[t+ 1] =

{
reset as (2), if di[t] > mi[t]

normal update as (3)–(4), otherwise.
(9)

Essentially, the computation (7) updates or compares the time
of the last changes tk in the network that is locally detected
by the node i. This information is then stored in (8) and
distributed further towards all nodes that node i can reach.
Accordingly, (7) needs to be computed prior to (8) and (9).

Let G[tk] be the resulting graph after the changes at tk.
Given the existing shortest path between any pair of nodes in
G[tk], let D[tk] denotes the maximum length of those paths.
We can then extend the results in Lemma 1 for the case of
dynamic topology as follows.

Lemma 4: Given a time-varying digraph G[tk] where each
node executes update rule (3)–(4) and (7)–(9) with their
corresponding initialization rules. Each node can correctly
estimate its own SCC corresponding to the digraph G[tk] if
the digraph G[tk] remains fixed for at least 3D[tk] iterations,
i.e., tk+1 − tk ≥ 3D[tk].

Proof: The proof follows similarly to the proof of
Lemma 1. Here, the maximum consensus in (7) is analogous
to an additional stage for D[tk] iterations (prior to the two-
stage maximum consensus in the proof of Lemma 1) that
propagates the information on topology changes and initiates
the reset mechanism. Hence, the total requirement of 3D[tk]
iterations. Then, as the topology is fixed since tk, the correct
SCC estimation can be inferred via Proposition 1.
Note that as the information on D[tk] is not easily available,
the condition tk+1 − tk ≥ 3D[tk] in the above Lemma can
be substituted with tk+1 − tk ≥ 3n̄. Then, the implication
of Lemma 4 is that, in practice, the topology needs to be
fixed for at least 3n̄ to allow a correct estimation of SCC.
In practice, the distributed controller of the nodes can be
designed to ensure this condition is satisfied, as we will
demonstrate in Section IV.

Remark 2: Assume that the change of topology occurs at
node i at a time tk. The changes on the SCCs composition
and estimations only affect node i and all nodes that node
i can reach. The rest of the nodes and their SCCs remain
unchanged. Note that the rest of these nodes will not (and
does not need to) be aware of this topology change.

Remark 3: The proposed approaches for distributed es-
timation of SCCs for both fixed and dynamic topology
(subsection III.A and III.B) are applicable to directed graphs
in general, i.e., not limited to spatially distributed networks.

Remark 4: In the special case where all the nodes are
active, i.e., V = {1, . . . , n̄}, each node can distributively
verify the strong connectivity of the spatially distributed
network if its estimation of SCC consists of all nodes, i.e.,
Ci = V for all nodes i ∈ V . This is due to the fact that
the only SCC of a strongly connected graph is the graph
itself. The readers are referred to Corollary 1 in [12] for
more detailed discussion.

C. Distributed Election of Augmented Links

Finally, we present the distributed approach to elect aug-
mented links to establish strong connectivity of the SDN.
As described in Section II-B, we limit our discussion to the
case where the graph is weakly connected. The following
theorem is the main result of this paper.

Theorem 1: Given a weakly connected digraph G, adding
new links from each node i towards the set of nodes Ni∩Pi

results in a strongly connected digraph.
Proof: We show the proof through condensation of

G into a directed acyclic graph Ĝ as described in [15].
Specifically, each node in Ĝ represents a strongly connected
component (SCC) in G. Additionally, each edge in Ĝ repre-
sents an edge in G from a node in one SCC to a node in
the other, i.e., (j, i) for all j ∈ Ni ∩Pi for each i ∈ V . Due
to this property, the resulting Ĝ is also a weakly connected
graph. Then, by the definition of a weakly connected graph,
the addition of an edge (i, j) for every existing edge (j, i)
in Ĝ results in a strongly connected graph. These edges
correspond to adding new links from each node i towards
the set of nodes Ni ∩Pi. By the result in [15], given the set
of edges that strongly connects Ĝ, then the corresponding set
of edges also strongly connects the original graph G.

Theorem 1 provides a prescription on a set of links that
each node can pursue to establish the strong connectivity,
namely, each node i can approach any links within Ni ∩
Pi. A more detailed discussion on how to establish these
links largely depends on the considered scenario and the
corresponding constraints, as we illustrate in the subsequent
section via two case studies.

Remark 5: Note that in the case where the graph G
originally consists of disjoint subgraphs, there is no means
for any node in one subgraph to exchange information with
the other to allow the proposed distributed approach to work.
One strategy is to rely on an advisory system that knows the
information from both subgraphs to provide a direction on
the elected links to connect the disjoint subgraphs. We leave
the discussion on this issue for our future work.
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IV. CASE STUDIES ON THE DISTRIBUTED LINK
ADDITION ALGORITHM

In this section, we present the computation of the control
input ui and vi that result in the establishment of the new
links elected in the previous section while maintaining the
existing edges. Particularly, we consider two case studies,
namely the stationary nodes scenario where each node i can
only control its communication radius, i.e., ui = 0, and the
mobile nodes scenario where each node can manipulate its
position as well.

In general, the resulting control framework is a hybrid
system which combines the estimation of the SCCs and
election of the augmented links in the discrete domain, and
the controller for each node’s position and communication
range in the continuous domain. To ease the remaining
discussion, we consider the discretized dynamics of each
node i’s position and communication radius in (1) as follows

qi[t+ 1] = qi[t] + ui[t]Ts,

ri[t+ 1] = ri[t] + vi[t]Ts.

Without loss of generality, we assume the same time-
sampling/update duration Ts for the node’s discrete dynamics
as well as the distributed estimation algorithm in Section III.

The proposed strategy for each scenario will be demon-
strated via numerical simulations. The implementation is
done via Python programming language, where we set the
update time Ts = 50ms (to 20Hz update rate). The initial
configuration of the node’s position and communication
range for the simulation are shown in Fig. 1a. The n̄ is set
as 10, where the active nodes are V = {1, . . . , n̄} \ {5, 10}.

A. Stationary Nodes Scenario

In this scenario, the nodes are anchored to a fixed location,
e.g., base transceiver stations for a communication network.
In other words, ui := 03 for all i ∈ V and for all t ≥ 0.
Based on the result presented in Theorem 1, the control input
for the communication range is then designed as

vi[t] =

{
c, if Ni[t] ∩ Pi[t] ̸= ∅
0, otherwise.

(10)

where c is the constant speed in increasing the communica-
tion range. Note that the estimation value of Pi is conducted
via the distributed estimation of SCCs for dynamic topology
presented in Section III-B. The value of c can be selected
in accordance with the node’s capability to increase its
communication range. However, as c is applied continuously
at each time-window between the two sampling times of
the SCC estimation, it should be selected accordingly to
avoid too large overshoot. The pseudocode of the distributed
algorithm is given in Algorithm 1. Note that when the graph
becomes strongly connected, the set Pi is empty for all
i ∈ V . Hence, from (10), we have vi[t] = 0 for all nodes.

The result from the numerical simulation is shown in
Figure 1b with c = 0.1 m/s. The final configuration of the
adjustment of the communication range results in a strongly

Algorithm 1 Distributed Link Addition for Stationary Nodes

Require: weakly connected SDN G[t0 = 0], upper bound
of network size n̄, in-neighbor Ni[t0]

Ensure: establish strong connectivity of graph G[tk]
1: Initialize xi[0] and mi[0] with t = 0
2: while true do {run infinitely to accommodate changes}
3: t = t+ 1
4: Update xi[t] and mi[t] via (3)–(4), and (7)–(9)
5: if t ≥ mi[t] + 3n̄ then
6: estimate Ci[t] and Pi[t] via (5) and (6)
7: else
8: Ci[t] = ∅, Pi[t] = ∅
9: end if

10: Compute and apply vi[t] via (10)
11: end while

connected network. Figure 2a shows the cardinality of each
node i’s SCC estimation, i.e., |Ci| over time. Here, the strong
connectivity of the graph is achieved when all the nodes’
SCC contain every active node in the network, i.e., Ci = V
or simply |Ci| = |V|, as shown at the time 15s. It is worth
noting that V (or |V|) is unknown to the individual node. The
proposed Algorithm 1 is simple, as it does not require the
knowledge of other nodes’ position or communication radius.
Furthermore, the execution of Algorithm 1 relies solely on
the incoming information of the estimation state, i.e., xi and
mi, and the upper-bound of the active network, i.e., n̄ to
determine the duration of the estimation.

B. Mobile Nodes Scenario

Next, we consider a scenario where each node can manip-
ulate both their position and communication radius, e.g., mo-
bile sensor network. Furthermore, we assume that each node
has access to its in-neighbor’s position and communication
range, e.g., via continuous update from its in-neighbors. This
information is required for the node to compute its velocity
vector for reducing its distance with a targeted node, and
thus establishing a new link.

The proposed distributed controller is given as follows.
Note that the proposed strategy is designed under the premise
that prioritizing movement over increasing communication
range is more beneficial in terms of energy cost. First, each
node i ∈ V selects its nearest in-neighbor which does not
belong to its own SCC, if exists, denoted by l∗i according to

l∗i = arg min
j∈Ni[t]∩Pi[t]

dij . (11)

where dij := ∥qi − qj∥ denotes the distance between a pair
of nodes i and j. To establish new links, node i computes
a velocity input to reduce the distance towards node l∗i
according to

ula
i =

{
kla(ql∗ − qi), if ∥qi − ql∗∥ > ri − ϵla

03, otherwise.

kla =
vla

max

dij
(1− exp(−βdij))

(12)
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Fig. 1: Numerical results for distributed link addition to establish strong connectivity for stationary and mobile nodes. The
colored circles represent the communication range of the nodes. The tail and head of each gray arrow denotes node i and
j for the established link (i, j). The video of the simulation can be viewed in https://youtu.be/_9uSeqm2JZw.
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Fig. 2: Time series data for the cardinality of each node’s SCC. Dashed colored lines denote the time window without valid
estimation of SCCs, due to changes in the network topology, where all nodes wait until valid estimation can be determined.

where kla is the time-varying proportional gain with vla
max

defines the prescribed maximum magnitude of ula
i and β de-

fines the slope of the transition between 0 and the maximum
value. As a result, the node i will keep moving towards l∗i ,
despite any changes in the network, until the node l∗i is within
a distance ri−ϵla, with ϵla is a small margin to ensure that the
established link is maintained for the next several iterations.

Next, to maintain the existing network connectivity during
the motion of the nodes, we propose the following connec-
tivity maintenance algorithm based on potential field

ucm
i =

∑
j∈Ni

kcm(dij)(qj − qi) (13)

kcm =

vcm
max

[
1− exp

(
−
[
dij−rL

j

rL
j−rj

]2)]
if rL

j < dij < rj

0, otherwise.

with rL
j = rj − ϵcm and for all node j ∈ Ni. Here, the gain

remains kcm > 0 when the node i is within a certain band of
ϵcm from the edge of its in-neighbor’s communication range.
This results in a velocity vector that pushes node i towards
node j, and reduces the distance up to rL

j , where its value
is the highest on the edge with a magnitude of vcm

max and
decreases near 0 at rL

j . Note that the robot i can freely move
when dij ≤ rL

j .

The overall control input ui[t] can then be computed as

ui[t] = ula
i + ucm

i . (14)

Note that if the control input ula
i is much larger than ucm

i ,
the node i will go beyond its in-neighbor’s communication
range, i.e., dij ≥ rj . This behavior is undesired as the
existing edge (j, i) might be disconnected and as a result,
node i can no longer receive information from node j. This
situation can be avoided by setting vla

max ≪ vcm
max.

Finally, the increase in the communication range is con-
sidered when it is not possible for a node to move closer to
the targeted node l∗i , e.g., due to constraint on connectivity
maintenance. This can be detected by a small value of the
resulting ui, e.g., when its value is below a certain threshold
φ. The control input for enlarging the communication range
is designed as follows

vi[t] =

{
c, if l∗i ̸= ∅ and ||ui[t]|| < φ

0, otherwise.
(15)

The pseudocode of the distributed algorithm for mobile
nodes is given in Algorithm 2.

The simulation result for the mobile node scenario is
shown in Figure 1c. The parameters are chosen as vla

max =
0.1 m/s, β = 1, vcm

max = 0.4 m/s, c = 0.1 m/s, ϵla =
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Algorithm 2 Distributed Link Addition for Mobile Nodes

Require: weakly connected SDN G[t0 = 0], upper bound
of network size n̄, in-neighbor Ni[t0]

Ensure: establish strong connectivity of graph G[tk]
1: Initialize xi[0] and mi[0] with t = 0 and l∗i = ∅
2: while true do {run infinitely to accommodate changes}
3: t = t+ 1
4: Receive in-neighbors’ information (qj , rj , xj , and mi

for all j ∈ Ni[t]) and compute Ci[t] and Pi[t] by
following step 4–9 in Algorithm 1

5: if l∗i ̸= ∅ and ∥qi − ql∗∥ ≤ ri − ϵla then
6: Node l∗i is within communication range, set l∗i = ∅
7: end if
8: if l∗i = ∅ and Ni[t] ∩ Pi[t] ̸= ∅ then
9: select l∗i via (11)

10: end if
11: Compute link addition control input ula

i via (12) if
l∗i ̸= ∅, otherwise ula

i = 0n

12: Compute connectivity maintenance control input ucm
i

via (13)
13: Compute and apply ui[t] and vi[t] via (14)–(15)
14: end while

ϵcm = 0.1 m, and φ = 0.01 m/s. It can be observed from
Figure 1c that the final configuration of the nodes’ position
and communication range results in a strongly connected
digraph, as verified by the time series of |Ci| in Figure 2b.

Remark 6: The selection of the simple model of the
system is intentional due to the space limitation, namely to
focus the discussion on demonstrating how the main result
in Theorem 1 can be adopted to a given scenario. Note
that in the real practice where each node is limited in its
maximum velocity and communication range, the success of
the algorithm will also rely on the initial configuration of
all nodes as well as the proposed control approach. A more
detailed discussion on this limitation and rigorous guarantee
of the distributed control algorithm will be pursued in our
future work.

Remark 7: In contrast to [5], [6], our proposed distributed
link addition algorithms via Algorithm 1 and 2 do not impose
the communication between each connected nodes to be
bidirectional, as can be seen in the pairing nodes (9,6) in
Figure 1b and the pairings (9,7) and (7,6) in Figure 1c.

Remark 8 (Privacy Preservation): Via the information re-
trieved via Algorithm 1 and 2, each node may directly re-
trieve their in-neighbors’s information on position and com-
munication range. However, each node’s knowledge regard-
ing the communication network is limited to the existence
of path from other nodes to itself, as well as the information
number of other nodes (state xi). Hence, Algorithm 1 and 2
do not reveal the overall network topology.

V. CONCLUSION

This paper proposes a distributed algorithm for each node
in a spatially distributed network that allows estimation of
a strongly connected component (SCC) each node belongs

to and then elects a set of nodes that collectively estab-
lish strongly connectivity. Then, distributed controllers are
proposed for two scenarios of ensuring strong connectivity
in wireless network comprises static and mobile nodes.
The proposed framework is demonstrated via numerical
simulations. The proposed distributed strategies provide the
solutions without requiring knowledge of the overall network
topology, and further preserve the privacy in terms of the
overall network’s topology. Future work will aim towards
extending the framework without the need to maintain the
existing links, as well as the consideration of maximum
velocity and communication range.
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