
Mixed-integer predictive control for a three-phase
electric arc furnace producing Silico Manganese

Minh Tuan Dinh1,2, Ionela Prodan1, Olivier Lesage2 and Eduardo Mendes1

Abstract— In the metallurgical industry, Electrical Arc Fur-
nace (EAF) are usually controlled through simple rules, without
necessarily handling the coupling among their various compo-
nents leading to inefficiency in the operation (e.g., instability
in multi-phase control, unbalanced power distribution). Herein,
we first develop a mathematical model of the EAF which is able
to capture the behavior of the three-phase electrical evolution in
time. Then, we formulate a mixed-integer optimal control prob-
lem in an MPC (Model Predictive Control) framework for the
plant’s linearized model. The goals are to concurrently control
power and intensity across the three phases to track a priori
given set points, handle integer inputs and limit transformer tap
switching frequency. This contributes to enhancing the furnace
stability and energy efficiency. The approach is showcased over
a three-phase furnace simulator developed by Eramet Ideas.

Index Terms— Electric Arc Furnace (EAF), Electrical system,
Transformer tap switching, Model Predictive Control (MPC),
Mixed-Integer Programming (MIP).

I. INTRODUCTION

ELECTRIC ARC FURNACE (EAF) has been predominant
for years in the metallurgical industry for the production

of high-quality steel as well as essential alloys such as Ferro
Manganese (FeMn), Ferro Silicon (FeSi), Silico Manganese
(SiMn), etc. The 2023 report from Eurofer (European Steel
Association) shows that 43.3% of EU crude steel production
is now based on the EAF technology [1]. As a consequence,
the innovation efforts on the EAF typically draw significant
attention in the field. In particular, the integration of more
advanced control systems, which can increase the furnace
operation efficiency by optimizing the furnace production
and satisfying the operating condition, is of great importance.

In an electric arc furnace or particularly a submerged arc
furnace (e.g., SiMn furnace), where electrodes are deeply
immersed in molten bath, most of the energy dissipated in the
furnace comes from Joule heating effect [2]. Consequently,
the control of furnace operation are considerably dependent
on certain electrical information in the furnace (e.g., power
consumption, electrode intensity, process resistance, etc).
In the conventional control strategy, a three-phase EAF is
commonly operated under monovariable power control to
regulate the total active power of the three phases, whereas
three-decoupling intensity controllers are utilized to manage
the heat distribution inside the furnace bath. However, the
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approach shows some untreated limitations that are detrimen-
tal to the furnace operation. In particular, considering total
power instead of multi-phase power may cause unbalanced
power distribution across the three phases (i.e., dead-phase
and live-phase phenomenon [3]), leading to uneven charge
consumption, unequal refractory erosion and potential cast-
ing challenges due to frozen metal. Moreover, with three
separated intensity controllers, the interaction effect (i.e.,
vertical displacement in one electrode affects the intensity in
the other electrodes [3]) is incompletely taken into account
which causes instability in the multi-phase control of inten-
sity. These problems intensify with the low furnace power
factor. Furthermore, no operating constraints are explicitly
considered (e.g., maximum electrode intensity, maximum
consumed power, tap changer switching frequency, etc [4]),
hence, the furnace may power off due to the triggered safety.

In the research of EAF control systems, numerous studies
have been conducted regarding the model formulation. In
particular, the electrical system modeling of an EAF was ini-
tially raised in 1980 using an equivalent electrical circuit [3],
[5]. The method was then developed in [6], [7] using Kirch-
hoff’s laws to define a lumped impedance model describing
essential elements in the electric circuit. However, the ob-
tained results show a simple model of electrode intensities
in which the three-phase powers from furnace transformers
are not considered. Besides, various control techniques have
been studied ranging from classical PI controllers [6], [8] to
more advanced methods using adaptive control [7] or fuzzy
control [9] to suppress intensity or resistance deviation in the
electrodes based on the electrode positioning system. Model
Predictive Control (MPC) is also employed in metallurgical
control, highlighting its advantages of dealing with multi-
input multi-output (MIMO) systems and handling multiple
constraints [10], [11]. Recently, there has been increasing
interest in the economic performance of the furnace using
MPC method, in the sense of efficiently curtailing the energy
cost and maximizing the profits [12], [13].

In spite of the huge benefits provided by the existing
approaches, the electrical problems pertaining to the control
of the EAF have not been comprehensively nor effectively
tackled. Motivated by these shortcomings, in this paper, we:

i) describe a full electrical model of an EAF system
through its electrical equivalent circuit (illustrated in Fig
1). This encompasses the dynamics of transformer tap
position in three phases which has not been previously
addressed, primarily due to the mandatory use of integer
inputs. The coupling between phases due to electrode
displacement is also captured in the dynamical model.
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Fig. 1. Electrical equivalent circuit of a three-phase EAF system.

ii) consider a multi-phase control of both power and inten-
sity while taking into account constraints related to in-
teger inputs, tap switching frequency and output limits.
These are integrated into an MPC optimization problem
with real and integer variables and further validated
using real-time data in a SiMn furnace simulator.

The rest of the paper is organized as follows. The model
development in view of power and intensity control is de-
scribed in section II. The constrained optimization problem is
outlined in section III, while the assessment of the proposed
control scheme is evaluated using real data and a simulator
developed by Eramet Ideas in section IV. The conclusions
and future works are discussed in section V.

Notation: Matrices and vectors are in bold uppercase and
lowercase, respectively. In represents identity matrix of size
n while In×1 denotes column vector of ones. 0n×m is the
zeros matrix of size n × m. ⊙ denotes the element-wise
multiplication. Furthermore, ∥x∥2Q denotes the weight norm
x⊤Qx, in which x ∈ Rn is a vector and Q ∈ Rn×n is a
positive semidefinite matrix. |x| indicates the absolute value
of x. xs|k and us|k represent the state and input at time step
k, given the information available upon the predicted step s.

II. EAF MODEL IN VIEW OF CONTROL

Fig. 1 illustrates the electrical equivalent diagram of an
electric arc furnace with 63 kV input voltage taken from
the 225 kV electrical grid through a step-down transformer.
In the circuit, the modeling of the EAF electrical system is

divided into two main parts, i.e., transformer-to-cables mod-
eling and electrode-to-bath modeling. The electrical elements
presented in the circuit are described in detail in Table I.

TABLE I
DESCRIPTION OF ELECTRICAL ELEMENTS IN THE EQUIVALENT CIRCUIT

Symbol(∗) Description Unit

up12 , up23 , up31 primary transformer voltage [V]
v1, v2, v3 electrode-to-bath voltage

isa , isb , isc secondary transformer intensity [A]
i1, i2, i3 electrode-to-bath intensity

Zsa , Zsb , Zsc transformer-to-cable impedance
[Ω]Z1, Z2, Z3 electrode-to-bath impedance

ȷω[M12, M23, M31] electrode mutual inductance (∗∗)

ma, mb, mc transformer ratio

τa, τb, τc transformer tap changer position

h1, h2, h3 electrode position [m]
(∗) subscripts 1,2,3 or a,b,c denote the phase order in the electrical system.
(∗∗) ω = 2πf with f = 50Hz is the power line frequency.

A. The transient model

Since the modeling of the electrical system is obtained
from the equivalent circuit in Fig. 1, the transient model of
the furnace can be derived by electrical analysis using Ohm’s
law and Kirchoff’s law applied to the circuit. In the first
phase, we have a relation between the primary and secondary
sides of the transformer A as follows:

up12
= ma(uab + Zsaisa), (1)

where uab denotes the voltage between line a and b on the
secondary side and isa represents the secondary intensity.
We apply the Ohm’s law to formulate the electrode-to-bath
voltages (electrode head voltages) in line a and b:

v1 = Z1i1 + ȷωM12i2 + ȷωM31i3,
v2 = Z2i2 + ȷωM23i3 + ȷωM12i1.

(2)

From this, the voltages between line a and b can be found
by the subtraction of individual head voltages v1 and v2:

uab = v1 − v2. (3)

By incorporating (1) and (2) into (3), we gain an expres-
sion of the secondary intensity isa in the first phase:

Zsaisa =
up12

ma
+ (Z1 − ȷωM12)i1

− (Z2 − ȷωM12)i2 + (ȷωM31 − ȷωM23)i3.
(4)

Similarly, the secondary intensity isc of the third phase is:

Zscisc =
up31

mc
+ (Z1 − ȷωM31)i1

− (ȷωM23 − ȷωM12)i2 + (Z3 − ȷωM31)i3.
(5)

Next, we apply the Kirchhoff’s current law at the node
of line a taking into account a pair of secondary intensities
(isa , isc ) in phase 1 and phase 3 to retrieve the relation:

i1 = isa − isc . (6)
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Employing (4) and (5) into (6) removes the presence of
secondary intensities in the following formulation:[

ZsaZsc + Zsc(Z1 − ȷωM12)− Zsa(Z1 − ȷωM31)
]
i1

−
[
Zsc(Z2 − ȷωM12) + Zsa(ȷωM23 − ȷωM12)

]
i2

+
[
Zsc(ȷωM31 − ȷωM23)− Zsa(Z3 − ȷωM31)

]
i3

= up12

Zsc

ma
− up31

Zsa

mc
.

(7)
Here, we obtain the expression of electrode-to-bath inten-
sities (i1, i2, i3) flowing from each of the three electrodes
through the furnace charges to the neutral floating point at the
bottom of furnace. Similarly, we apply the electrical analysis
using Kirchhoff’s current law to line b taking into account a
pair of intensities (isb , isa ) in phase 2 and 1 to derive:[

Zsa(ȷωM12 − ȷωM31)− Zsb(Z1 − ȷωM12)
]
i1

+
[
ZsbZsa + Zsa(Z2 − ȷωM23)− Zsb(Z2 − ȷωM12)

]
i2

−
[
Zsa(Z3 − ȷωM23) + Zsb(ȷωM31 − ȷωM23)

]
i3

= up23

Zsa

mb
− up12

Zsb

ma
.

(8)
Lastly, the Kirchhoff’s current law takes effect into the

electrical neutral point which corresponds to the virtual
floating point in the bottom hearth of the furnace. This yields
the connection among the three electrode-to-bath intensities:

i1 + i2 + i3 = 0. (9)

Together, the equations (7), (8) and (9) describe the EAF
electrical system. This can be expressed as follows:

Fi = q, (10)

where the vector i ≜ [i1 i2 i3]⊤ ∈ C3 denotes the electrode-
to-bath intensities; the matrices F ∈ C3×3 and q ∈ C3 are
given by the coefficients on the left and right-hand sides,
respectively, from the set of equations (7), (8) and (9).

Moreover, the transformer ratio m ≜ [ma mb mc]
⊤ ∈ R3

and the impedance zs ≜ [Zsa Zsb Zsc ]
⊤ ∈ C3 are regulated

by a specific device within the transformer known as tap
changer. The position of the tap changer τ ≜ [τa τb τc]

⊤ ∈
Z+

3 ranges in discrete steps due to its physical design. The
regulation is described by the univariate mapping functions:

mj = f1(τj), (11)
Zsj = f2(τj), (12)

where j taken from {a,b,c} denotes the phase order and
f1( · ), f2( · ) : Z+ 7→ R,C are quadratic polynomials defined
using the manufacturer’s specifications or experimental tests.

Furthermore, the active power contributed to the process,
which includes the electrode powers and the furnace bath
powers can be derived as follows:

p = r⊙ |i|2 , (13)

where, p ≜ [P1 P2 P3]⊤ ∈ R3 denotes the electrode-to-bath
active powers, r ≜ ℜ(z) = [R1 R2 R3]⊤ ∈ R3 represents
the electrode-to-bath resistances. From equations (10)-(13),
it is apparent that both power and intensity depend on
certain key elements, which will be treated as the states of
the system, namely, tap changer position τ and electrode-
to-bath impedance denoted as z ≜ [Z1 Z2 Z3]

⊤ ∈ C3.

B. The EAF dynamics

Drawing insights from the above subsection, we consider
tap variation as a decision variable, thus, the evolution of the
tap changer position at a time step k is defined as follows:

τ k+1 = τ k + δτ k, (14)

where δτ ≜ [δτa δτb δτc]
⊤ ∈ Z3 refers to the tap changer

variation which is inherently discrete due to the integer-
based nature of tap changer position τ . Moreover, the dy-
namics of electrode-to-bath impedance is mainly influenced
by the vertical displacements of the three electrode positions.
Hence, an approximation model depicting how the electrode
displacements impact the electrode-to-bath impedance has
been developed using measurement analysis on the plant:δZ1

δZ2

δZ3


︸ ︷︷ ︸

δzk

=

γ1 0 0
0 γ2 0
0 0 γ3


︸ ︷︷ ︸

Γ3×3

δh1

δh2

δh3

 ,

︸ ︷︷ ︸
δhk

(15)

where δz ∈ C3 represents the electrode-to-bath impedance
variation with respect to the electrodes height deviations
δh ∈ R3. The relation between δz and δh is described by
the diagonal matrix Γ ∈ C3×3 in which its diagonal elements
γ1, γ2, γ3 are estimated from measurement data during the
furnace operation. The dynamics shows an assumption that
vertical electrode displacement within one phase is directly
proportional to the electrode-to-bath impedance within that
same phase while resulting in no influence on other phases
impedances (e.g., δZ1 /∈ {δh2, δh3}). Besides, the electrode
position h ≜ [h1 h2 h3]

⊤ at time step k is determined by:

hk+1 = hk + δhk. (16)

It is also worth noting that the electrode-to-bath impedances
in the three phases are considerably influenced by the states
of burden inside the furnace bath as mentioned in Fig. 1.

Finally, to obtain the discrete model of the EAF electrical
system used for control design, we combine the equations
(10)-(13) and take into account the dynamics (14) and (15):

xk+1 = Ad xk +Bd uk, (17a)
yk = g(xk), (17b)

where xk ≜ [z τ ]⊤ ∈ C3 × Z3
+, yk ≜ [p |i|]⊤ ∈ R6,

represent the electrical system states and outputs, uk ≜
[δτ δh]⊤ ∈ Z3 × R3 is the control input, Ad ≜ I6

and Bd ≜

[
03×3 Γ3×3

I3 03×3

]
∈ C6×6. The function g( · ):

C3 × Z3
+ 7→ R6 is strongly nonlinear and retrieved from
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equations (10)-(13). It indicates that the system outputs (i.e.,
power and intensity) depend nonlinearly on the system states
(i.e., impedance and transformer tap position).

In the sequel, for linear control design, we consider the
linearization problem of the nonlinear discrete model in
(17). Applying Taylor’s expansion in a neighborhood of the
operating state xk at k-th time step, we have the following
Taylor decomposition:

g(xk+1) = g(xk) +
∂g

∂x

∣∣∣
xk

(xk+1 − xk) +Rn

= g(xk) +Bfuk +Rn,

(18)

where the matrix Bf ∈ R6×6 stands for the interaction
factors in the system. In other words, it represents how the
tap changer movement and electrode deviation in each phase
will affect the powers and intensities in all three phases:

Bf ≜
∂g

∂x

∣∣∣
xk

Bd. (19)

This helps the prediction model to take into consideration
the interaction effect among the phases. Besides, Rn ∈ R6

represents the higher other terms in the Taylor expansion
with terms of order n > 1. By ignoring Rn (a reasonable
assumption near the linearization point), (18) gives us the
linearized model of electrode-to-bath power and intensity.
Moreover, to keep track of the electrode position for handling
the actuator constraints, we also take into account the model
of electrode position (16). So, the dynamics (17) can be
rewritten as a discrete linear time-variant model as follows:

xk+1 = Axk +Bkuk, (20a)
yk = Cxk, (20b)

where , xk ≜ [p |i| z τ h]⊤ ∈ C15 denotes the augmented
state vector, whereas the output yk ∈ R6 and the input uk ∈
R6 remain the same compared to (17). Furthermore, A ≜ I15
is the identity matrix, Bk ≜ [Bf Bd [03×3 I3]]

⊤ ∈ C15×6

is a time-varying matrix and C ≜ [I6 06×9] ∈ R6×15.

III. MIXED-INTEGER MODEL PREDICTIVE CONTROL

The main goal is to enhance the productivity of the EAF
operation. To achieve this, the control design must focus on
two crucial factors: the power contribution in three phases
and the heat distribution in the furnace bath. Accordingly,
we construct a multi-phase control design involving 6 vari-
ables: three electrode-to-bath powers and three electrode-to-
bath intensities across the three phases. The objective is to
reduce the error between their measured values and their
references yr ≜ [pr, |ir|] ∈ R6. This approach ensures
that with well-predefined profiles of power and intensity, the
reference tracking of these variables can lead to a produc-
tive operation. Moreover, to ensure the safety and smooth
operation of the system, furnace operating conditions are
also taken into account in the control approach, specifically,
electrode current limit1 (|iub|), maximum consumed power

1It is worth noting that the maximum electrode current is of great
importance since excessive currents passing the electrodes results in an
abnormally high incidence of electrode breakages [4].

(pub), resistance boundary (rlb, rup), reactance boundary
(xlb,xup), tap changer range (τlb, τub), electrode position
range (hlb,hup), all gathered in the state constraint set:

X ≜ {0 ≤ p ≤ pub, 0 ≤ |i| ≤ |iub|,
rlb ≤ ℜ(z) ≤ rub, xlb ≤ ℑ(z) ≤ xub,

τlb ≤ τ ≤ τub, hlb ≤ h ≤ hub}.
(21)

Furthermore, considering the physical limitations of the
actuators and the local approximation assumption of the
linearized model in (20), restrictions are imposed on the
control inputs. Particularly, constraints are defined for the tap
changer variation, (∆τb), and the electrode height variation,
(∆hb), within the input constraint set:

U ≜ {|δτ | ≤∆τb, |δh| ≤∆hb}. (22)

Additionally, concerning the tap changer switching mech-
anism, frequent adjustments in the tap position are strongly
discouraged to avoid undesirable consequences in terms of
cost and technical performance of the transformers. Because
higher demands of the tap changer switching in a short period
gradually lead to the earlier maintenance of the transformer
or even mechanical failure of the tap changer devices. As
a result, this operating condition is also considered in our
approach and will be addressed in the optimization problem.

Next, we propose a mixed-integer MPC formulation [14],
solved over the prediction horizon Np at every time step k:

arg min
v,u

(
δτ
δh

)
Np−1∑
s=0

ℓ1(ys|k,y
r
s|k) + ℓ2(vs|k) (23a)

s.t. ∀s ∈ [0, Np − 1] :

xs+1|k = Axs|k +Bkus|k, (23b)
ys+1|k = Cxs+1|k, x0|k = x0, (23c)

xs+1|k ∈ X , us|k ∈ U , δτ s|k ∈ Z3, (23d)

|δτ s|k| ≤ Lvs|k, vs|k ∈ {0, 1}3. (23e)

The solution of (23) provides the optimal sequences of
v∗
k = {v∗

0|k, . . . ,v
∗
Np−1|k} and u∗

k = {u∗
0|k, . . . ,u

∗
Np−1|k}.

At each sample time k, the control input is taken as u∗
0|k.

In (23), vs|k ∈ {0, 1}3 is defined as the auxiliary binary
vector. The objective (23a) includes the sum of two quadratic
cost functions ℓ1( · ) and ℓ2( · ) over the prediction step
s ∈ [0, Np − 1]. Here, the stage cost ℓ1( · ) is defined as:

ℓ1 ≜
∥∥∥ys+1|k − yr

s+1|k

∥∥∥2
Q
, (24)

to penalize the tracking errors of the electrode-to-bath power
and intensity with respect to the desired references across all
three phases. The cost is in quadratic form with the sym-
metric weighting matrices Q ∈ R6×6 (positive semidefinite)
defined by the users. The switching cost ℓ2( · ) described by:

ℓ2 ≜
∥∥vs|k

∥∥2
V⊙λk

, (25)

is used instead of penalizing the input cost to effectively
reduce the switching frequency of the tap changer in the

1975



transformers. The idea here is to employ the binary variable
vector v in the cost ℓ2( · ) in conjunction with the constraint
(23e) to proactively manage the tap movement frequency.
The cost is penalized through a time-varying weighting factor
defined by the matrix V ∈ R3×3 and the vector λk ∈ R3.

The weighting parameter λk in (25) is tuned online using
Algorithm 1 to adjust the importance given to the switching
cost ℓ2( · ) at every time step k, thereby obtaining a reason-
able value for vs|k. More specifically, the idea is to assign a
maximum value λm to λk as soon as the tap changer switch-
ing occurs, ensuring that the return value of vs|k will be zero.
Together with constraint (23e), this blocks the tap changer
switching. Otherwise, the power errors between the output
pk and the reference pr

k are consecutively accumulated and
transformed into the cumulative energy errors Eerr|k over
the corresponding interval. Then, λk is decreased by these
accumulated energy terms along with a tuning parameter µ,
which determines the rate of the accumulation. Decreasing
λk to a sufficiently small amount will facilitate tap switching
at a certain level by allowing nonzero values for vs|k.

Furthermore, the constraints (23b) and (23c) describe the
discrete linear model (20) in which the vector x0 denotes
the initial state retrieved from the measurement system. The
state constraint set X and input constraint set U shown in
(23d) are detailed in (21) and (22). The constraint (23d) is an
integer condition of the tap changer movement variable δτ .
Finally, the constraint (23e) is used to disable or activate
the tap switching ability in the range of L ≤ ∆τb. More
specifically, each element in δτ s|k is constrained to zero if
the corresponding element in vs|k is zero, no matter what the
value of L is, otherwise, it allows the optimizer to choose
any value for δτ s|k in range [-L L].

Algorithm 1: Online tuning of coefficient λ for the
cost switching based on the accumulated energy error.

Input: optimal variable v∗
0|k−1, rate µ, weight λm.

Output: weighting coefficient λk in (25).
if v∗

0|k−1 = 0 then
Eerr|k ← Eerr|k−1 + (pk − pr

k)∆t ; /* ∆t

is the sampling time */
λk ← max{0,λm − µ ·Eerr|k} ; /* µ is
cumulative rate */

else
Eerr|k ← 0 ;
λk ← λm

end

IV. SIMULATIONS

In here, we validate the control approach outlined in Sec-
tion III using a SiMn simulator developed by Eramet Ideas
taking numerical data from the real plant. The simulation was
implemented in Python 3.9 using CasADi modeling language
and Bonmin mixed-integer programming solver [15], [16].
All the computations were executed on a Dell Optiplex 7060
desktop with an Intel Core i7-8700 3.20 GHz CPU.

TABLE II
PARAMETER FOR THE OPTIMIZATION-BASED CONTROL OF THE EAF.

Symbol Numerical value Unit

Controller

Q

[
10−5I3 03×3

03×3 104I3

]
V I3
Np 2 [steps]
λm 1011I3×1

µ 104

Constraint

pub, |iub| 15I3×1, 145I3×1 [MW], [kA]
rlb, rub 0.165I3×1, 2I3×1 [mΩ], [mΩ]
xlb, xub 0.225I3×1, 2I3×1 [mΩ], [mΩ]
τ lb, τub I3×1, 33I3×1 [steps], [steps]
hlb, hub 5I3×1, 105I3×1 [cm], [cm]
∆τb, ∆hb 5I3×1, 5I3×1 [steps], [cm]

Objective

pr, |ir| 10I3×1, 127I3×1 [MW], [kA]
ϵp, ϵi 0.5, 0.5 [MW], [kA]

Hereinafter, we present the simulation results of electrode-
to-bath power and intensity tracking across all three phases,
achieved through solving the optimization problem (23)
with predefined references {pr, |ir|} and acceptable tracking
errors or tracking tolerances determined by {ϵp, ϵi}:

Tp ≜ pr ± ϵp,

Ti ≜ |ir| ± ϵi.
(26)

The numerical control parameters used for the simulation are
shown in Table II with control sampling time ∆t = 4 (s).
The mean computation time of the controller at each sample
time is 1.07 (s) which is reasonable for the choice of ∆t.

The simulation results were given after 1.5 hours of
simulation and illustrated in Fig 2 where the input, output
and impedance are plotted in order. In particular, Fig 2(a)
demonstrates that the output performances in the three phases
(in red, blue and green lines, respectively) all converge to
the targets (in pink dotted line) and almost remain within
tracking tolerance ranges Tp, Ti (in orange dashed lines).
Notably, the electrical environment is also affected by various
factors during the operation. For instance, some significant
variations in the power and sudden intensity drops occur due
to the casting events of the furnace (magnified in the figure),
during which the liquid metal and slag are poured out,
hence the conductivity in the bath is considerably decreased.
Besides, some overshoots in intensity level are detected
which can be explained by the increase of the tap changer
position to compensate for the power drop. We underline that
the MPC algorithm always respects the maximum power and
intensity constraints {pub, |iub|} as given in Table II.

Moreover, as shown in Fig 2(b), the commands on the
electrode displacement (orange circle) are significantly re-
quired compared to the switching in the tap changer device
(blue square). Here, we can also observe that the values of
tap changer variation are given in discrete steps, with the
mean number of switching in three phases counted 19 times.
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(a) Tracking performance of power (upper) and intensity (lower).
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(b) Tap changer movement and electrode height variation.
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(c) Total resistance and reactance in the electrodes and molten bath.

Fig. 2. MIQP-based MPC test on furnace simulator (during 1.5 hours) for
electrode-to-bath power and intensity control in three phases (scenario 1).

Lastly, Fig 2(c) illustrates the evolution of electrode-to-bath
impedance during the furnace operation. Notably, attention
should be paid to the impedance behaviors occurring sep-
arately from the casting events. Particularly, the resistance
(shown in navy dash lines) remains nearly consistent around
0.6− 0.61 (mΩ), while the reactance (indicated by magenta
dot lines) increases proportionally with time.

To showcase the significance of including the cost (25)
and constraint (23e) in reducing the frequency of tap changer
switching, we conducted another scenario in which we solved

the optimization problem (23) without these elements. This
resulted in a higher number of tap switches, averaging 32.2
times in 1.5 hours of simulation, compared to 19 times in
the initial scenario. As expected, the computation time of the
optimization problem in the second scenario is less than in
the first scenario (0.68s versus 1.07s) due to the decrease in
the complexity of the problem.

V. CONCLUSION

In this work, we provided an approach that takes advantage
of Model Predictive Control (MPC) combined with mixed-
integer programming (MIP) to establish the electrical control
system for an Electric Arc Furnace (EAF). Modeling of
the electrical elements in the EAF system was obtained
by analyzing the equivalent circuit. Afterwards, a validated
furnace simulator was used to evaluate the performance of
the multi-phase power and intensity controller. The future
goal is to experimentally test the algorithm on the real plant.
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