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Abstract—This paper proposes a generalized algorithmic
approach for learning linear model representations for non-
linear systems within the Koopman framework. We focus on
schemes that rely on learning the nonlinear transformation
functions using deep neural networks. Beyond achieving dy-
namical accuracy, our primary objective is to develop models
capable of simulating nonlinear systems across multiple time
steps in the linear space. An algorithm that is based on
recursive least squares is proposed to address the optimization
complexities inherent in learning such models. In addition, we
leverage the learned linear representation to design a linear
quadratic regulator to control the original nonlinear system.
The effectiveness of the proposed algorithm is demonstrated in
two numerical examples.

I. INTRODUCTION

With the increasing availability of data and the growing
complexity of modern control systems, more interest has
shifted toward learning mathematical models using system
identification [1], [2]. Since the majority of systems exhibit
nonlinear behaviour, nonlinear models are often employed
to capture dynamics from input-output datasets. However, a
drawback of these models is the computational challenges
they impose when used as prediction models in optimal
control [3], motivating research on linearization techniques
[4].

Koopman theory, as articulated by Koopman in his seminal
works [5] and [6], states that nonlinear systems can be
represented by an infinite-dimensional linear systems. In
this transformed coordinate system, often referred to as
the embedding space, the dynamics are represented by the
Koopman operator. In the field of modelling and control,
this is appealing, since it facilitates the use of linear theory
analysis and optimal control techniques [7], [8], [9] on
complex nonlinear systems. To make this theory practically
applicable, it is necessary to seek finite approximations of
the Koopman operator and the embedding space.

A prominent approach to learning the Koopman operator
in the context of autonomous systems is Dynamic Mode
Decomposition (DMD) [10]. This approach learns a finite
Koopman operator by using linear transformation matrices.
To increase the versatility of DMD, modifications have been
implemented, enabling nonlinear transformations through
the use of predefined basis functions. This extension is
commonly referred to as Extended Dynamic Mode Decom-
position (EDMD) [11]. Furthermore, various algorithms have
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been proposed to extend the aforementioned schemes to
incorporate exogenous inputs, making the transformed linear
models suitable for use as prediction models in optimal
control [12], [13], [14].

However, finding the appropriate basis functions requires
knowledge about the system which can sometimes be a
limiting factor [15]. To alleviate this issue, Deep Neural
Networks (DNNs) can be used to learn the nonlinear trans-
formation [16], [17], [15]. Consequently, this idea has also
been extended to control problems in [18], [19], [20].

Koopman-based algorithms trained with single-step loss,
show poor performance when used for multi-step predictions
[21], where the model’s output is used in a closed-loop
fashion to predict states at further time steps. To improve the
multi-step prediction, a common approach is to use a multi-
step loss during training [22], [16]. However, optimizing for
multi-step loss is challenging, even if the dynamic model is
linear, as this turns the optimization problem of finding the
optimal model parameters into a non-convex problem with
various local minima [23].

The use of commonly employed first-order optimization
methods can fail depending on the initial parametrization
[24]. To address this issue, this work reformulates the non-
convex problem of multi-step training into a convex recur-
sive least-squares (RLS) identification [25] for learning the
Koopman operator. RLS has been used in the Koopman
framework in [26] to update the model parameters online.
In this work, we use the RLS to solve the problem of multi-
step predictions using a convex optimization during offline
training.

Another challenge arises when using the linearized model
in conjunction with an LQR controller. This stems from
the difficulty of designing the cost function in the lifted
Koopman space, as it is a priori not known how achieving
a certain control goal on the lifted Koopman space can
translate to achieving the desired control goal in the original
space. In this work, we mitigate this issue by using a linear
transformation of the cost function as in [18], [27].

The main contribution of this work is as follows. First,
we propose a training scheme that utilizes RLS estimation
to improve the training of the Koopman operator for multi-
step prediction during training. Second, we highlight the
improved performance of our proposed scheme over the
baseline methods through two numerical example. We show
how our approach effectively overcomes local optima that
can hinder the training of models using first-order optimiza-
tion techniques. Finally, we design an LQR controller using
the models trained using the proposed and baseline methods,



and we evaluate their effectiveness in controlling the original
nonlinear system.

This paper is structured as follows: Section II provides a
brief introduction to the Koopman theory. Section III presents
the proposed algorithms. Section IV shows how the learned
linear models can be used to design LQR controllers. In
Section V we evaluate and compare the performance of
our proposed algorithms with baseline methods. Finally, we
conclude the work in Section VI.

II. BACKGROUND
A. Koopman theory for autonomous systems

We consider the following autonomous nonlinear system
with discrete dynamics

(D

where xy,zr+1 € R™ is the state vector of the system
with n, states. ' : R"» — R"= is a nonlinear function that
simulates the states forward by one time step of length ¢.
To analyse the system in (1) with the tools of linear control
theory, the states of the original system are transformed into a
larger infinite dimension where the following relation holds:

Kip(zr) = ¢ o F(xg) = Y(Tp41). (2)

In the context of the Koopman theory, ¥ : R — R"= is
the lifting function, i.e. a nonlinear transformation function
that maps the nonlinear original states to the infinite linear
Koopman space (n, = o0). K € R™"=*"= is the Koopman
operator, linear and infinite in dimension, which simulates
the embedding states by one sampling time.

L1 = Fxy),

To approximate I and 1, finite-dimensional approxi-
mations are derived using time-series data sampled from
the original nonlinear system. The goal is to find a fi-
nite embedding space that is typically larger than the true
state space of the original system. For a given data-set
D := [zg,x1,...,2,] this approximation can be obtained
by solving an optimization problem given by

n—1

argmin Z [V (zrq1) — Ko(y)]].

WKne

3)

It is important to note that this optimization problem has
a trivial solution (¢)(x € R™) = 0), which can be avoided
by employing appropriate measures as we will also describe
in the next sections.

B. Koopman operator with exogenous inputs

In this work, we consider a controlled system represented
as g1 = F(xg,uy). To extend the Koopman theory to this
type of system, similar to previous studies [18], [13] and
[12], we redefine (2) as

KW(zr), ur) = (F (2, ur)) = Y(Tr+1), 4)

where F' : R™ x R™ — R"™ is a nonlinear function
representing the dynamic equation with both the state xj
and the control input u; € R"«. The Koopman operator,
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K, is decomposed into two parts, K = [, € R"=*"=
K, € R"*"u] which are linear functions learned for the
state and control input, respectively.

The lifting function and the Koopman operator can be
obtained by solving the following optimization problem:

n—1

argmin Y [[9p(zxr1) — (Kot (zx) + Kuur)|.
YK Ko sz k=0

®)

Following from the definition of the Koopman operator
for controlled systems, a discrete nonlinear system can be
approximated by the following linear system

Y(xpg1) = Kab(ag) + Kuug,
21 = Kzzi + Kyug,

(6)
)

where C,, and IC,, are equivalent to the state matrix A and the
input matrix B. zy, 2,41 are the embedding states (Koopman
states), and defined as z; := ¥(x;). For more details on the
Koopman operator, readers can refer to [28].

III. DEEP KOOPMAN WITH RECURSIVE LEAST SQUARES

Deep Koopman schemes typically consist of two key
components: the first is the learning of the transforma-
tion function, which lifts the original states to a higher-
dimensional coordinate system, while the second is the
learning of the Koopman operator, which represents the
dynamics of the lifted linear system. This work considers
learning both the transformation function and the Koopman
operator simultaneously.

In Subsection III-A we demonstrate how recursive least
squares (RLS) can be used with an offline dataset to improve
multi-step prediction in linear system identification replacing
the nominal multi-step loss. Then we show in Subsection III-
B how this approach can be integrated into the Koopman
framework.

A. RLS for Linear System Identification

Consider a linear discrete system in the following form:
®)

where € ~ MN(0,0) is white Gaussian noise resem-
bling model uncertainties due to the finite approxima-
tion of the Koopman operator. Given a state trajectory
Xown = [x0,2%1,...,2,] and input trajectory Up.,—1
[wo, w1, ..., un—1], where n is the length of the trajectory,
the following single-step optimization problem for system
identification can be formulated as

Tr41 = Az + Bug + €

n—1
. B _ 2
min 3" flege — A@)ar — BOw]? O
k=0
where A() and B(6) are parametrized state and input
matrices. The optimal parameters #* have the closed-form

solution
0" = X1.:0[Xom—1|Uoim—1], (10)

where T is the Moore-Penrose pseudoinverse. However, in
the context of optimal control, it is necessary to compute a



multi-step trajectory of the states given an input trajectory U
and initial condition xy. We define the multi-step predicted
trajectory X as

{ [0,1]5 - pm]a“-ajj[nfk,n]}a (1m)
if m>k
= { nm m e [0,n],
otherwise ’
where
m—1 ‘
Elpm) = A" Pz, + > A" By, (12)
1=p

In words, [, ,,,) denotes the state at time step m predicted
using (12) with an initial state at time p and the inputs
from p to m — 1. In this case, the number of multi-steps
in the prediction for &, ,,, is (k = m — p). Using A(6) and
B(0) yielded from the one-step training (9) and the forward
propagation (12) can lead to a poor performance [22], [16],
[23], due to the accumulation of the approximation errors
(Zm L gm—i- Le;) along the predictions. Alternatively, one
can use a multi-step loss, which finds the model parameters
by minimizing the error not only for the next step but
over a trajectory of k steps. The corresponding optimization
problem can be defined as:

min || X1, — X||2

13
A(6),B(6) (13)

Problem (13) is non-convex and its complexity increases
as the number of states n, and multi-steps k increases [23].
In this work, we seek to mitigate this issue by reformulating
(13) into an RLS formulation defined by

A(0)|B(0)]
A(0)|B(0)] =

= X2:n[X0:n—2|Ul:n—1]T7 (14)
[ (1= IAG)BO)] +~[A0)BO)], (15

where 7 is the forgetting factor, Xo., = [%2,...,2,] and
Xomes = [Zo,...,&n—2]. The RLS loop starts with the
initialization of A(f) and B(#) by the single-step loss (10).
Then, the predicted trajectory (X) is iteratively computed as
outlined in (11). A(A) and B(#) are computed using least
squares (14) to find the system dynamics that can shift the
predicted trajectory one step further. In an optimal scenario,
A(6) and B(#) would be equal to A(0) and B(6).

Using (15), the computed A(#) and B(6) are used to
update the current A(6) and B(6) with a step size of . This
iterative process continues until specific termination criteria
for (13) are satisfied. For numerical stability the initial A(6)
and B(¢) matrices must be be Schur stable.

B. Deep Learning Framework

This work leverages DNNs to learn the forward v and
inverse wil transformation functions, in order to recover
the transformed states back to their original form. These
requirements make the use of deep autoencoders [29] a
natural choice. A schematic of the overall architecture shown
in Fig. 1.
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Fig. 1. Deep Koopman Scheme: 1 and 1 ~! are parametrized neural

networks denoting the forward and inverse transformation functions. IC;
and /C,, are linear matrices similar to the system (A) and input (B) matrices
respectively.

The encoder ¢ has the task of lifting the states to a
higher dimension while linearizing the dynamics. This can
be achieved by the following single-step loss function L

n—1
L= |[¢(@r41;0) — Katp(ar; 0) + Kuur)[l,  (16)
k=0
where C,, and /C,, are learned by the RLS formulation in III-
A, and 0 are the trainable parameters of the encoder network.
As mentioned earlier, the use of (16) can lead to the trivial
solution of adjusting the weights such that ¢(x) = 0. This
is avoided by the reconstruction loss L. defined as

n—1
Lrec = Z ||l‘k - ¢
k=0

where 1! is the decoder with trainable parameters 6. We
propose to add a third loss function for the multi-step loss
Lo as

-1

U(z; 0); ), (17)

n—k ptk
=3 > X =Kyl ()
p=0 m=p+1
where, Xp,m = [xlh Tpt1y.- - l’m], (19)
prm = [j[pfl,pﬂ]’i‘[p*l,p”]’ s 7j[p*1¢m}]7
(20)
Tpm) =Y~ (/C M=Ph(xp) Z Ko S 0). (21)

The total loss function is the welghted sum of the L,
Ls and L. While it can be argued that L. is implicitly
fulfilled by Ly, the inclusion of L. serves to improve the
overall training process. Algorithm 1 summarizes the training
approach, that integrates DNN training and RLS.

IV. LQR IN THE KOOPMAN EMBEDDING SPACE

The objective of this section is to design a controller for
the nonlinear system using the transformed linear dynamics.
For this purpose an LQR set-point tracking controller can be
used, which is defined as follows:

min g 26— Ztarged |G + 1tk — uss || s (22)
Uk Tk i
s.t. zpa1 = Kezg + Kyug,

Ztarget ‘= w(xlarget)a 20 = ¢($0)7



Algorithm 1 Deep Koopman with RLS

1: Input: Set forgetting factor ~y
2: Initialize [A(0)|B(0)] + ¥(X1.0)[¥(Xom—-1|Uo:n—1)]"
3: while termination criteria not met do

4: Compute X for P(x) using (11) > Prediction step
5: [A(g)‘B(g)k_ 'LZJ(AXPQ:n)[-XvO:n72|U'1:nfl]'r

6: Update [A(6)|B(0)] using (15) > Update step
7 Update @ for v and »~! minimizing (16), (17), (18)

return 6, A(0) and B(0)

where () and R are the cost matrices for the states and inputs
respectively. ug is the steady state input. The set-point in the
original nonlinear state space is Trarger. S0lving (22) using the
algebraic Riccati equation yields the optimal gain matrix K*
and the optimal control input becomes u; = K*z;. To apply
the LQR to an arbitrary steady state, the following control
input can be used:

ut = Ugs — K*(zk - Ztarget)a
Ugs = _(BTB)_IBTAZtargeu

(23)

Designing the state cost matrix () for embedding states
presents a challenge due to the increased dimensionality
of the state space, making it less manageable to establish
the relationship between embedded states and their original
counterparts. One solution is to linearly approximate the
nonlinear relationship between the two spaces [21], [27]. The
new state cost matrix Q* can be calculated as

Q" =T"QT,
T:=(p(X)IX)",

(24)
(25)

where T' € R™=*"= ig the linear transformation matrix. Q €
R™=*"= ig the state matrix designed for the original state
space. Since the the input is not lifted, the R matrix does
not need to be transformed.

V. RESULT

In this section, we evaluate the proposed RLS identifica-
tion method within the Koopman framework, comparing it to
a baseline method that uses first-order optimization for linear
system identification using the multi-step loss problem (13).
First, we compare the performance of our proposed algorithm
with the baseline in learning the linear dynamics of a simple
two-state nonlinear system. We then test the learned models
by simulating the dynamics of the system over 200 time
steps, using only the initial state ¢ (o) and the control inputs.
In the second case study, we evaluate the proposed approach
against the baseline to learn a model for a quadruple process
and use the learned models with LQR to control the original
nonlinear system.

A. RLS with Deep Koopman
Consider the following two-state nonlinear system taken
from [28],
T1 = pxy,

iy = NMwg — 27) + u, (26)
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where 1 and A are constants chosen to determine the behavior
of the system, set to A = 1 and p = 0.5, resulting in an
unstable system. A data set of 200 trajectories was used, each
consisting of n = 200 steps with a step size of {5 = 0.2.
The inputs in the dataset are chosen so that the closed-loop
dynamics are stable.

Similar to [28] and [20], our goal is to obtain a represen-
tation of a three-state linear system in which the nonlinear
dynamics can be represented linearly. To achieve this, we use
an encoder and decoder network, each consisting of an input
layer, a single hidden layer with 16 neurons and an output
layer. We use ReLU activations between the input and hidden
layers, and between the hidden and the output layers. The
model is trained using 100 trajectories from the dataset. As a
baseline, we use parametrized matrices [A(0)|B(#)] and use
first-order optimization, namely Adams, to learn the system
dynamics simultaneously using (13), along with learning the
weights of the encoder and decoder.

In this case study, we perform a comparison with six
baseline models with fixed neural network structure trained
with different multi-step losses specifically, with k-steps
[1, 4, 8, 16, 32, 64]. To ensure a fair evaluation, we initialize
the A(f) matrix with a diagonal matrix of 0.5, while setting
the B(#) matrix is set to O for both the proposed and baseline
methods. Thus, the only difference is that the linear dynamics
for the proposed method is learned using our RLS scheme.
For the RLS setting, we set the k-steps = 200 and y was
fixed at 0.005. The results of this comparison are shown in
Fig. 2.

—— 1 —»— 16 —= 64 —— True RLS —= 64
4 0 32 RLS
N
2 \‘}\
5 ™
B TS
= 1 N Tt
= 01, T T T
w0
= 21 :
N
= \\_‘_
1075 4 T T r { 01, T e — —
0 50 100 150 200 0 50 100 150 200
Time Steps Time Steps

Fig. 2. Deep Koopman for a two-state nonlinear system: The left plot shows
the test Mean Squared Error (MSE) over 100 test trajectories. These models
were evaluated for their ability to linearly simulate the system dynamics over
200 time steps, using only 1 (zo) and the control inputs. On the right, we
present a qualitative evaluation of the predictions made by the proposed and
baseline methods on one of the test trajectories.

The results, as shown in Fig.2, indicate that increasing
the number of steps for the baseline leads to an overall
improvement in the simulation for 200 steps. However, going
beyond k-steps = 64 does not improve performance. This is
probably due to the model reaching a local minimum during
training.

In contrast, the performance of the RLS model appears
to be unaffected by this issue, as it relies on optimizing the
multi-step prediction using a recursive convex operation. It
is important to note that the identification of the nonlinear



transformation function remains non-convex and is optimized
using Adams for both the baseline and proposed methods, as
these are neural networks with ReLLU activation functions.

B. LOR in the embedding space

Consider the following four-state nonlinear system taken
from [30]:

hy = —Z—ll 2gh1 + Z—j 2ghs + 7;1]151 uy,

hy = —Z—Z 2gho + Z—z 2gh4 + %Ug,

by = *ZT?; 2ghs + %uz, 27)
hy = —Z—i 2ghy + %ul,

where [hi, ho,h3, hy] € R* represent the heights (in
meters) of the liquid in each of the four tanks, while
[u1,us] € R? denote the system inputs in volts (V). The
parameters y; and o refer to the valve constants, that
regulate the flow in all four tanks and are set to 0.75.
The remaining variables are constants, as defined in [30].

We generated a dataset of 1100 trajectories by simu-
lating (27) with control inputs from an MPC controller.
The sampling time was set to t; = 1s, and the trajectory
length was fixed to n = 40 for all trajectories. The initial
states were randomly sampled from a uniform distribution
in the range [0,0,0,0] < [hy, ho, h3, hy] < [10,10, 10, 10],
while the controller set-point was sampled from a uniform
distribution within the range [10,10] < [hq, ha] < [20, 20].
800 trajectories were used for training, while the remaining
300 trajectories were reserved for testing.

Different latent space sizes were tested to find the optimal
balance between prediction accuracy and embedding space
dimensionality. An embedding space of 8 states showed the
best compromise. The encoder and decoder are designed with
two hidden layers of 32, 16 neurons each and ReL.U acti-
vation functions. For the baseline, six models were trained
with k-steps = [1, 4, 8, 16, 32]. The results can be seen in
Fig. 3.

The results in Fig. 3 show a similar trend to the previous
case study. Increasing the number of k-steps improves the
accuracy of the simulation up to a point where the learning
converges to a local minimum. In the given example it can
be seen that between [8, 16, 32] steps an increase in k-steps
did not lead to any improvement in the performance.

Moving on, we apply an LQR tracking controller to the
learned linear models to control the nonlinear quadruple
tank. In this example, we set the state cost matrix as @ =
[1,1,0,0], since our goal is to control the levels of the lower
tanks, namely h; and hy. The (Q € R"™ matrix can be
transformed into the Koopman space as Q € R™: using
(24). To compute the linear transformation matrix 7', we
apply (25) to 300 randomly selected trajectories from the
training dataset. Using the learned A(¢) and B(f) matrices,
we determine the control gain matrix K™ using (22). Finally,
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Fig. 3. Deep-Koopman for the quadruple tank: The left plot displays the

testing Mean Squared Error (MSE) across 300 trajectories. These models
were evaluated for their ability to linearly simulate system dynamics over
40 time steps, using only ¥ (xo) and the control inputs. On the right, we
present a qualitative evaluation of the predictions made by the proposed and
baseline methods on one of the test trajectories.

for a given set-point, we compute the optimal inputs using
(23).

In this example, we compare the controllers designed
by both the proposed scheme and the baseline, which was
trained with an 8-step loss. For each controller, we compute
the open-loop control inputs for a span of 80 time steps. We
achieve this by initializing the initial point as zg = t(xp)
and setting the desired target points as Zurget,1 = ¥(Ztarget,1)
between 0 < k < 40 and Zuret2 = ¥ (Trarger2) between
40 < k < 80. Here, #(-) denotes the encoder, which is
different for both the proposed and baseline models. Finally,
we apply these calculated inputs to the original systems. The
results are shown in Fig. 4.

The results show that open-loop inputs computed using the
proposed model (RLS (OL)) effectively guide the original
system to the set-point with minimal steady-state error. In
contrast, the open-loop performance of the baseline model
(8-step (OL)) exhibits compounding errors that diverge be-
yond the limits of the training dataset. Moving to the closed-
loop scenario (8-step (CL)), the baseline shows improved
performance with reduced steady-state error, although it
remains inferior to that of the controller designed using the
proposed model in terms of meeting the control objective.

VI. CONCLUSION AND FUTURE WORK

This work proposes a deep learning Koopman framework
that uses recursive least squares to effectively address the
optimization complexities associated with multi-step system
identification. This scheme replaces the use of multi-step loss
by solving a recursive convex problem. The result is linear
models that can be reliably used to perform long multi-step
predictions in the embedding space with increased accuracy.
Furthermore, this work utilizes the learned linear model to



Fig. 4.

8-Step (OL)
—-— 8-Step (CL)

=== Set-point
—— RLS (OL)

40
Time Steps

Koopman LQR: Comparison of the performance of the linear

controller on the original non linear system. We evaluate the control inputs
of the linear model obtained by the proposed scheme, operated in an open-
loop manner. This is compared with the performance of the 8-step model,
which is operated in both open-loop and closed-loop modes.

control the original nonlinear system using LQR through a
linear transformation of the state cost matrix. The results
show that the controllers designed using the models learned
by the proposed scheme outperform those of the baseline in
terms of meeting the control objectives.

Our future work will evaluate the performance of the
proposed algorithms in more realistic scenarios where some
states are not measurable, and with nonlinear systems with
more complex dynamics.
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