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Abstract: In this paper, we present a novel artificial intelligence (AI) application for depression detection, using advanced
transformer networks to analyse clinical interviews. By incorporating simulated data to enhance traditional datasets, we
overcome limitations in data protection and privacy, consequently improving the model’s performance. Our methodol-
ogy employs BERT-based models, GPT-3.5, and ChatGPT-4, demonstrating state-of-the-art results in detecting depres-
sion from linguistic patterns and contextual information that significantly outperform previous approaches. Utilising the
DAIC-WOZ and Extended-DAIC datasets, our study showcases the potential of the proposed application in revolutionis-
ing mental health care through early depression detection and intervention. Empirical results from various experiments
highlight the efficacy of our approach and its suitability for real-world implementation. Furthermore, we acknowledge
the ethical, legal, and social implications of AI in mental health diagnostics. Ultimately, our study underscores the trans-
formative potential of AI in mental health diagnostics, paving the way for innovative solutions that can facilitate early
intervention and improve patient outcomes.
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1. INTRODUCTION

According to the World Health Organisation’s most
recent report on mental health [1], one in eight people
worldwide lives with some sort of mental health disor-
der. The most common ones are depressive and anxious
disorders which are disorders correlated with a reduced
quality of life and a very high risk of committing suicide.
Around 800,000 people attempt suicide each year, and
there are indications that there may have been more than
20 such attempts for every adult who died by suicide [2].
Many of them could have been avoided, and the lives of
those impacted could have been improved if the mental
health issue that caused them had been detected at the
time. However, currently, available techniques for detect-
ing depression are insufficiently effective. Unfortunately,
almost two-thirds of those who require it do not obtain
mental health care, primarily as a result of limitations to
reaching mental health professionals, stigmatisation, high
costs, or extensive waiting lists. All of these factors con-
tribute to the vast majority of persons with mental health
disorders remaining undetected [3]. This issue is par-
ticularly evident in economies that are developing, where
mental health systems are not up to standard and the pop-
ulation lacks access to proper mental health treatments.
However, this issue is also evident in developed regions,
like Europe or USA. For example, more than 123 million
Americans reside in mental health professional shortage
areas [4]. The ability of a therapist to get the necessary
diagnostic information from a patient, who mostly has a
diminished outlook and motivation, depends mainly on
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their competence and experience. Both the diagnosis of
depression and the assessment of the risk of suicide are
quite challenging and time-consuming processes [5].

Due to the reasons previously mentioned, there is an
immense demand for novel strategies to address these is-
sues and improve existing methods so that they may be-
come automated, faster, non-invasive, less costly, as well
as accessible to larger populations. Great possibilities for
that are arising from the area of artificial intelligence (AI)
and machine learning where various methods for that pur-
pose are currently being tested and developed. Some of
them are presented under related work.

Our approach has the ultimate goal to develop an AI-
based method for depression detection using textual in-
puts. Within this paper, our text-based model for de-
pression detection is presented. In the training process,
we used Wizard-of-Oz (DAIC-WOZ) and Extended-
DAIC [6, 7, 8] datasets which are based on the PHQ-8
self-administered questionnaire used to assess and moni-
tor symptoms of depression as ground truth values. In the
test phase, we used the test dataset from the DAIC-WOZ
but also simulated clinical interview data collected espe-
cially for the purpose of this study. This gave us the op-
portunity to evaluate our model using data gathered from
standardised clinical interviews and this presents a novel
approach in this field.

The related work, methodology, results, and conclu-
sion are presented in the following chapters.

2. RELATED WORK
Depressive symptoms can express themselves through

both verbal and nonverbal channels. These channels can
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encompass a wide range of modalities, such as voice,
prosody, speech content, facial expressions, body pos-
tures, and other behavioural indicators [9, 10]. Such
modalities can serve as sources of information that re-
flect the emotional state of an individual. By leverag-
ing the detection of depression across multiple modali-
ties, more robust and accurate insights can be extracted
from a multi-dimensional perspective [11]. This can be
achieved through various methods, including the use of
audio recordings, where the voice, prosody and spoken
text content can be utilised as data sources. Alternatively,
depression can be detected through the recording of facial
expressions, head postures, or gaze directions [9]. This
chapter outlines the state-of-the-art developments in the
area of text-based and audio-based depression detection,
leveraging deep learning methodologies. Furthermore, it
highlights the relevance of the advancements in the field
of AI-based dialogue systems, especially in the area of
large language models.

2.1. Text-based
One approach for detecting depression is to analyse

speech and language patterns in individuals. Specifically,
the text-based recognition of depression involves extract-
ing and transcribing audio data to reveal the content of
natural language [9]. This content can then be used to ex-
tract many pieces of information related to the emotional
state of depressed individuals [11]. For the classifica-
tion of this data, feature vectors are extracted and learned
by a deep learning model [12]. In recent years, sev-
eral algorithms, including convolutional neural networks
(CNNs), long short-term memory (LSTM) networks, and
transformers, have been utilised for text-based depression
recognition [12, 13]. Among these, transformer-based
deep learning models have shown exceptional perfor-
mance in the context recognition of natural language [14].
Consequently, such models have become a promising re-
search direction in the field of depression diagnosis and
treatment [15, 16, 17, 12, 13]. Toto et al. [15] present an
example of a smartphone application named EMU3 that
aims to detect depression using a multimodal speech clas-
sification system called AudiBERT. The proposed Au-
diBERT model utilises dual self-attention mechanisms to
establish the relationship between the structures of text
and audio recordings. The model is trained and tested on
the DAIC-WOZ dataset using BERT-based text recogni-
tion. The results demonstrate the effectiveness of AudiB-
ERT in accurately detecting depression using both audio
and text features. The proposed framework has promising
potential for developing scalable, accessible, and cost-
effective tools for the early detection and treatment of
depression.

2.2. Audio
Deep learning models are capable of automatically ex-

tracting and learning complex patterns and relationships
from audio data, which enables more accurate and re-
liable detection of depression [18]. The audio features
used for training these models include pitch, intensity,

and spectral features, which can be extracted from audio
recordings using techniques such as Mel-frequency cep-
stral coefficients (MFCCs) [19], pitch analysis, and spec-
tral feature analysis. The majority of current speech pro-
cessing techniques first divide speech into brief (10–20
millisecond) frames before extracting low-level descrip-
tors (such as spectral, prosodic, and glottal features) and
high-level representations of those features (such as sta-
tistical functionals, such as mean and percentiles), vocal
tract coordination (VTC) features, i-vectors, and Fisher
vectors) [20]. Transformer-based methods have shown
promising results in audio feature extraction and have be-
come increasingly popular in recent years. McGinnis et
al. [21] present an approach that is capable of recognising
if children have internalised disorders like depression or
anxiety. For that they need only 3 minutes of recorded
speech and the accuracy of their approach is around 80%,
which outperforms clinical thresholds on parent-reported
child symptoms. Despite the fact that approaches using
audio-based inputs have achieved quite promising results,
Baileys and Plumbley [22] point out in their paper the
presence of gender bias in depression detection models
that utilise audio features. The study found that exist-
ing depression detection models trained on audio data
exhibit significant gender bias, with higher accuracy for
detecting depression in female voices compared to male
voices. Additionally, the authors in their paper suggest
potential solutions to mitigate the bias with a few differ-
ent approaches.

2.3. Large-scale Language Models
The development of large-scale language models

(LLMs) has revolutionised the field of natural language
processing (NLP).

This has led to the emergence of several chatbots,
based on LMMs, such as ChatGPT (based on LLM GPT
3.5/4.0 proposed by OpenAI/Microsoft [23]), BARD
(based on LLM LaMDa, proposed by Google [24]),
ERNIE (based on LLM ERNIE 2.3/3.0 [25] proposed
by Baidu), or Dalai, Alpaca and others (based on LLM
LLaMA proposed by Meta, Facebook [26]). These
LMMs, based on the transformer architecture, have
demonstrated significant advances in conversational AI
and information retrieval.

It excels at generating coherent and contextually rel-
evant responses, even for ambiguous queries. Chatbots
based on LLMs are used in many fields of research and
even in several everyday tasks. ChatGPT, an iteration
of OpenAI’s GPT series, has achieved outstanding per-
formance in a wide range of tasks, such as translation,
summarising, and question-answering. Its ability to gen-
eralise from few-shot learning examples is a testament
to the model’s adaptability. In parallel, Baidu’s ERNIE
model, which employs continual pre-training and knowl-
edge distillation techniques, has shown impressive re-
sults in Chinese NLP tasks and achieved state-of-the-
art performance on various benchmarks. Lastly, Meta’s
LLaMA model, utilising a combination of unsupervised
and supervised learning, has been designed to handle
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Fig. 1 Our comprehensive multimodal approach utilises text, audio, and video data from the DAIC interview process,
seamlessly combining advanced methodologies to accurately determine depression severity and generate transcriptions.

low-resource languages and multi-modal data effectively.
Each of these models offers unique contributions to the
advancement of language understanding and generation,
paving the way for more sophisticated AI applications.

3. METHODOLOGY
3.1. Multimodality

As evident in the previous chapters, several re-
searchers have recently used deep learning techniques to
identify depression using a multimodal approach. Most
of the research relies on the Extended-DAIC dataset and
DAIC WOZ, which we also employed in the present
study. Content of fig. 1 visually demonstrates the core
idea underlying the DAIC datasets. As can be seen,
datasets include text, audio, and video inputs from inter-
view respondents. Which data source provides the most
successful symptom detection is a topic of continuing
debate in the literature. Analysing data from the same
dataset, Scherer et al. [27] focused only on analysing
video inputs from the dataset. They found out that four
behaviours linked with depression can be automatically
recognised during the interview: angling of the head, eye
gaze, duration and intensity of smiles, and self-touches.
Despite the fact that nonverbal signs are offering quite
valuable information, they alone are not sufficient. Cum-
mins et al. [5] mainly focused on the effects of depression
and suicidality on common paralinguistic speech charac-
teristics (prosody, source features, formant features, as
well as spectral features). As stated by Huang et al. [20],
numerous studies have demonstrated that depression can
affect speech production in a variety of ways, includ-
ing cognitive impairment, phonation and expression er-
rors, articulatory incoordination, disturbances in muscle
tension, psychomotor delay, phoneme rates, as well as
altered speech quality and prosody. Studies that use a
multimodal approach tend to produce significantly bet-
ter results than those that use one modality only [28, 29].
However, modalities like audio and video raise a variety
of ethical and data protection concerns that remain quite
a big challenge that we still can’t tackle effectively [28].
Therefore, the data size and the efficiency for deep learn-
ing are the main reasons why most approaches and we

focused on text-based inputs for the depression model.
To fuse more channels is our aim for further studies.

3.2. Datasets
The datasets used in this paper (DAIC-WOZ,

Extended-DAIC and simulated data) are labelled with the
PHQ-8 Score [30]. The Patient Health Questionnaire-8
(PHQ-8) is a widely used and validated self-report ques-
tionnaire designed to assess the severity of depressive
symptoms in individuals. Consisting of eight items, the
PHQ-8 is derived from the longer PHQ-9 by excluding
the question related to suicidal ideation, which makes it
a more suitable tool for research and settings where dis-
cussing suicidal thoughts may not be appropriate. Par-
ticipants rate the frequency of experiencing each symp-
tom over the past two weeks on a scale ranging from
0 (not at all) to 3 (nearly every day). The total score,
ranging from 0 to 24, is calculated by summing the in-
dividual item scores, with higher scores indicating more
severe depression. The PHQ-8 is valued for its brevity
and simplicity, making it an efficient and reliable tool for
screening depression in various populations and health-
care settings. Questionnaires and examination methods
with more robust psychometric properties and research
on how successful our work can support the diagnosis of
medical specialists in the clinical practice will be focused
on in the next papers.

The Distress Analysis Interview Corpus (DAIC) from
the University of California - Institute for Creative Tech-
nologies (USCICT) offers two variants of datasets. The
DAIC-WOZ [6] is based on the Wizard-of-Oz experiment
and was developed for the research of anxiety, depres-
sion and post-traumatic stress disorder (PTSD). And the
Extended-DAIC [7] is an extension of the DAIC-WOZ
with a specialisation on depression and PTSD.

The data consists of transcribed text, audio and video
recordings and was collected through interviews with the
virtual interviewer Ellie, controlled by a human inter-
viewer in another room, but participants were not aware
of that. See fig. 2 and fig. 3.

A novel approach to the test phase in our study is the
use of simulated data from standardised clinical inter-
views that were conducted especially for the purpose of

1292



Fig. 2 DAIC Interview method (Ellie was controlled).

Fig. 3 Extended-DAIC interview method.

this study. The interviews are conducted to measure vari-
ables from the PHQ-8 questionnaire. Conducting clin-
ical interviews with people who are actually experienc-
ing a mental health disorder would be inappropriate in
light of ethical and data protection rules. Because of this,
psychology students were interviewed for our interviews
by trained mental health experts. Before the interviews,
students received comprehensive education on how de-
pressed or non-depressed individuals would react and be-
have during the interview. The so-called “simulated data”
in this study consists of transcribed interviews collected
in this way.

3.3. Faulty Data from DAIC-WOZ
When evaluating the data, the following files are not

included in the training, because they are described in the
documentation of the dataset as noisy or interrupted tran-
scriptions: 373 and 444. The files where Ellie is miss-
ing (451, 458 and 480) are not removed because only the
statements of the participants are considered. The score
after filling out the PHQ-8 questionnaire from file 409 is
10. This was wrongly listed as not depressive. For this
reason, this label is corrected manually.

3.4. BERT
The emergence of NLP transformer models, particu-

larly Bidirectional Encoder Representations from Trans-
formers (BERT), has marked a significant milestone in
the field of AI. BERT, developed by researchers at
Google, is a pre-trained language model that can be fine-
tuned for a wide array of NLP tasks, such as sentiment
analysis, machine translation, and question-answering
systems. BERT’s architecture leverages the transformer,
which is an attention mechanism that learns contextual
relationships between words or tokens in a text. Un-
like traditional, unidirectional language models, BERT is
designed to process input sequences bidirectionally, en-

abling it to capture both past and future context simulta-
neously. This bidirectional approach allows BERT to out-
perform its predecessors in numerous NLP benchmarks,
setting new standards in the field. One of the key advan-
tages of BERT is its ability to benefit from transfer learn-
ing, where the knowledge acquired from pre-training on
vast amounts of data can be transferred to specific tasks
with relatively small datasets. This characteristic not
only reduces the need for extensive labelled data but also
accelerates model training and improves overall perfor-
mance.

In this work, we applied the following algorithms in a
BERT model described in table 1:
BertTokenizer: to split the text and tokenize

sentences into subwords or word pieces for the BERT
model given a vocabulary generated from the Wordpiece
algorithm.
BertForSequenceClassification: a BERT

model transformer with a sequence classification and re-
gression linear layer on top of the pooled output.

Table 1 our BERT model parameters

Model BERT-Base uncased

Environment 12-layer, 768-hidden, 12-heads
Parameters 110M
Batch size 16
Length embedding 27
Epochs 15
Optimizer AdamW
Learning rate 3× 10−5

Dropout hidden 0.3
Dropout attention 0.5
Weight-decay 4× 10−2

3.5. Data preprocessing
The data should be preprocessed for a more efficient

classification process. First, the text from the interviewer
was deleted and the rest of the transcript of the partic-
ipants was saved in a string. The number of words in
the transcribed text per participant ID in a string is more
than 1500 words. BERT itself can process a maximum
of 512 tokens, which is the reason why the text of the
participants is divided into fractions of 25 words. Then
contractions like “it’s” and “don’t” that often occur in the
English language will get written out with the Python li-
brary contractions. Then punctuation and the resulting
double spacing, Zero values and numbers are removed.

3.6. Uneven class distribution
The classes for depressed and non-depressed partici-

pants are unevenly distributed as shown in table 2. How-
ever, the class distribution should be even for the percep-
tion of a classification. To align the class distribution, an
up-sampling of the minority class was performed. Addi-
tionally, we created more data by extracting the minority
class and combining the second half of the current sen-
tence and the first half of the next sentence of the ex-
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tracted class, to get a new sentence with the same partic-
ipant ID.

Table 2 Dataset class distribution

Dataset depressed non-depressed

DAIC-WOZ 56 133
Extended-DAIC 66 209

3.7. Fine-tuning
For the fine-tuning we started with a set of rec-

ommended hyperparameters from Delvin et al. [31]:
AdamW optimiser with learning rate 3e-5, batch size of
32, and a number of epochs 4. With our model, we had
a strong overfitting and to counteract that, we added a
few regularisations. First, we tried to change the hidden
and attention dropout rates after the work of El Anigri et
al. [32]. On top of that, we also integrated a weight-decay
over the AdamW optimiser.

After some fine-tuning, we ended up with the parame-
ters from the table 1. These parameters are not ideal and
there is still room for improvement.

3.8. Metrics
For the evaluation of the results, the classification re-

port from the sklearn-library is used on the test data. The
following metrics are displayed:

Precision: it refers to the proportion of true positive
cases, or correctly diagnosed cases, out of all the cases
that were identified as positive. Precision can be partic-
ularly important for medical diagnosis as misdiagnosing
a condition can have serious consequences for a patient’s
treatment and overall well-being. A high precision rate
indicates that the diagnosis is likely to be correct, and
therefore, the patient can receive appropriate treatment
and care.

Recall: also known as sensitivity, measures the pro-
portion of actual positive cases that are correctly identi-
fied by the model. A higher recall value means that the
model is able to identify a larger proportion of positive
cases, which is generally desirable in applications such
as medical diagnosis, where the goal is to identify all
cases of a disease, even if it means some false positives
are identified

F1 score: it is calculated as the harmonic mean of
precision and recall. This means that the F1 score gives
equal weight to both precision and recall. A high F1 score
indicates that a model has both high precision and high
recall, which means it is able to correctly identify and
classify cases accurately.

4. EXPERIMENTAL RESULTS
After fine-tuning and testing, we came to the conclu-

sion that the best way to enhance our system lies within
data augmentation because the amount of data we have
from the DAIC-WOZ dataset is too low. Therefore in fur-
ther experiments, we included the training data from the
Extended-DAIC, see table 4. On top of that, we tested the

DAIC-WOZ test data on untrained GPT-3.5 and GPT-4.
The questions in the simulated data are identical to

those in the PHQ-8 questionnaire, but the conversation’s
form and content are different. While for the DAIC-
WOZ dataset, participants believed that they communi-
cated with the “artificial intelligence” (avatar Ellie was
controlled by the human interviewer), simulated data was
collected through the simulated clinical interview where
participants were interviewed by trained mental health
professionals. The results from the simulated test data
are likely inferior to the test data from the DAIC database
since the dialogue with the human interviewer is more
natural and contains more filler words, which could make
the evaluation more challenging. The novel approach
proposed in this work and our suggestion for further stud-
ies on this subject is the inclusion of this kind of test data
in the test phase. An algorithm will be superior to oth-
ers if it can interpret input from different sources with the
same accuracy. Such a model might be useful in a wide
range of settings and could be utilised in many use cases.
Future research in the field of human-machine interaction
is necessary to investigate and compare individual will-
ingness to interact with AI and humans in regard to their
emotional and psychological conditions. In table 3, we
present our results and compare them to those of other
relevant studies on this topic.

Table 3 Experimental results and comparison.

Work Precision Recall F1 score

DAIC-WOZ dataset:
Villatoro-Tello [33] 0.53
Villatoro-Tello [34] 0.59 0.59 0.59
Senn et al. [35] 0.60
Ours (BERT-based) 0.63 0.66 0.64
Ours (GPT3.5-based) 0.78 0.79 0.78

Simulated dataset:
Ours (BERT-based) 0.68 0.41 0.43

It’s important to note that some pertinent studies were
left excluded from this comparison because they used dif-
ferent or various datasets, training methods, and models,
or they presented metrics that are not comparable to our
scores.

To the best of our knowledge, our model outperforms
the most recent state-of-the-art results when compared
under the previously described comparison standards.

Table 4 Further Experiment.

Model Precision Recall F1 score

DAIC-WOZ dataset:
BERT 0.63 0.66 0.64
GPT-3.5 0.78 0.79 0.78
ChatGPT-4 0.70 0.60 0.61

DAIC-WOZ and Extended-DAIC dataset:
BERT 0.83 0.82 0.82
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In additional experiments outlined in table 4, we eval-
uated the performance of the DAIC-WOZ dataset using
GPT-3.5-turbo, ChatGPT-4, and our custom BERT model
with extended training on the larger dataset. Due to lim-
ited access to the ChatGPT-4 API, we resorted to testing
the dataset with the chatbot. The GPT-3.5 model demon-
strated remarkable improvement, significantly surpassing
our initial experiments and previous results reported by
other researchers.

The extended training data consists of the DAIC-
WOZ [6] training data (107 entities) and the Extended-
DAIC [7] training data (163 entities) with which we have
over 2.5 times the size of the training data.

We conducted experiments using various configura-
tions of the GPT-3.5 API to assess the impact of different
settings. As illustrated in figure 4, the temperature set-
ting, ranging from 0 (conservative) to 1 (creative), influ-
ences the results. However, the distribution is not entirely
consistent, as it exhibits some irregularities and fluctua-
tions.

Fig. 4 GPT-3.5 results with different temperatures.

5. CONCLUSION
In conclusion, this paper has demonstrated the impres-

sive potential of our model in detecting depression from
text-based data and text-based simulated data. Our find-
ings reveal that, compared to other methods, we could
outperform other approaches in both accuracy and effi-
ciency, thereby offering a robust and reliable means of
identifying depression in individuals.

The superior performance of GPT-3.5-based models
underscores the importance of continued research into
and development of large-scale language models for de-
pression detection. Given the increasing prevalence of
mental health issues globally, developing automated tools
capable of accurately detecting such conditions is cru-
cial to providing timely and targeted support for those
affected. As soon as we can access the GPT 4.0 API,
fine-tuning this model will further improve the results.

Looking ahead, we believe that adopting larger large-
scale language models could yield even more accurate
and effective results in depression detection. As such, we
encourage further exploration of this promising avenue,
with a particular emphasis on refining these models to un-
derstand better and identify the nuanced manifestations

of depression. Ultimately, this research may pave the
way for creating powerful diagnostic tools, which could
significantly enhance our ability to support individuals in
need and make great strides in the ongoing battle against
mental health challenges.
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