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Abstract— Continuous glucose monitoring (CGM) has revo-
lutionized the world of diabetes and transformed the approach
to diabetes care. In this context, an expert panel has reached
consensus on clinical targets for CGM data interpretation based
on eight CGM metrics. At least 70% of 14 consecutive CGM
days (referred to as a period) are recommended to assess
glycemic control based on the metrics. In clinical practice less
CGM data may be available. Therefore, the primary aim of
this study is to explore the ability to recover the consensus
metrics utilizing less than 14 days of CGM data (intra-period).
As a secondary aim, we investigate the recovery considering two
consecutive periods (inter-period). The analyses are based on
real-world CGM data from 484 diabetes users (4726 periods)
acquired from the Cornerstones4Care® Powered by Glooko
app. Using up to 14 accumulated days, the consensus metrics are
calculated for each user and period, and compared to the fully
14 accumulated intra- and inter-period days. Relatively low
deviations were observed for time in range (TIR) and average
based metrics when using less than 14 days, however, we
observed large deviations in metrics characterizing infrequent
events such as time below range (TBR). Furthermore, the
consensus metrics obtained in two consecutive 14 day periods
have clear discrepancies (inter-period). Recovering consensus
metrics using less than 14 days might still be valuable in terms
of interpreting CGM data in certain clinical contexts. However,
caution should be taken if treatment decisions would be made
with less than 14 days of data on critical metrics such as
TBR, since the metrics characterizing infrequent events deviate
substantially when less data are available. Substantial deviation
is also seen when comparing across two consecutive periods,
which means that care should be taken not to over-generalize
consensus metric based glycemic control conclusions from one
period to subsequent periods.

I. INTRODUCTION

Over recent decades, diabetes prevalence has risen globally
across all age groups. Currently, an estimate of 436 million
people in the world have diabetes, and numbers are expected
to increase further [1]. The major categories are type 1
(T1D), and the more prevalent type 2 diabetes (T2D) which
accounts for approximately 90% of all cases.

Diabetes is a chronic disease characterised by abnormal
levels of glucose in the blood due to either inadequate
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production of insulin or insufficient sensitivity of cells to
use it effectively. An increased risk of developing life-
threatening health complications is caused by prolonged
elevated glucose levels. These consequences can be avoided
or delayed if people with diabetes are treated adequately.
Hence, diabetes management requires substantial effort from
the person with diabetes in terms of independent self-
care and adherence to treatment. A crucial factor is the
regular assessment of glycemic control [2]. The traditional
way of assessing glycemic control is to measure glycated
haemoglobin, HbA1c, reflecting the last two-three months
average glucose levels. Although it plays a major role and
is a well-established tool for assessing the risk of diabetes
complications, it has several limitations [3]. It is insensitive
to rapid intra- and inter-day variation and cannot capture
acute excursions. Similarly, Self-Monitoring Blood Glucose
(SMBG) provide a limited number of glucose level mea-
surements within a day and does not reflect the immediate
glucose level trend [3].

Continuous glucose monitoring (CGM) technology ad-
dresses many of the limitations of HbA1c and SMBG, and is
anticipated to replace them over time [3], [4]. CGM devices
are worn up to two weeks and measure glucose values in 5
to 15 minute intervals. The dynamic information and trends
enable visualization of immediate variability in glucose lev-
els, including its two extremes, hypo- and hyperglycemia [5].
As a result, a CGM device can be a powerful tool to support
immediate treatment decisions, e.g., prompt adjustment of
insulin dosing and adherence detection [3], [6]–[8].

Even though benefits of the CGM technology are recog-
nised and the technology has improved considerably in
terms of increased robustness and accuracy, the successful
utilization of CGM in clinical practice stays relatively low
[3]. One reason has been the lack of a standardized approach
to generate relevant insights from the CGM data and transfer
these to the patient and the healthcare professionals (HCPs).
Although recommendations have been put forward in sepa-
rate peer-reviewed articles, formal adaption and application
remained low [3], [9]–[11]. To address this, the Advanced
Technologies & Treatments for Diabetes (ATTD) Congress
convened an international expert panel which established
a standardized approach to evaluate CGM data for T1D
and T2D patients [3]. A total of eight CGM metrics were
established to guide glycemic control assessment [3]. It was
further recommended that the minimum percentage of CGM
readings should be 70% during 14 consecutive days of CGM
data in order to perform a reliable assessment of the glycemic
control [3]. This is supported by a prior study presented by

2021 43rd Annual International Conference of the
IEEE Engineering in Medicine & Biology Society (EMBC)
Oct 31 - Nov 4, 2021. Virtual Conference

978-1-7281-1178-0/21/$31.00 ©2021 IEEE 1269



Xing et al. [12] and a more recent study by Riddleworth
et al. [13] showing that 14 days of CGM data are needed
to reliably reflect a patient’s glucose levels. Thus, there is
consensus that for clinical use 14 days of CGM data suffices
to reflect a patients glycemic control. However, in clinical
reality less than 14 days of CGM data may be available, for
instance due to gaps in CGM data which can occur for a
variety of reasons based on human and/or sensor error or
sensor compression [14].

Therefore, the primary aim of this study is to examine
how the consensus metrics are impacted by the use of less
than 14 days of data. This is examined in terms of the
extent in which each consensus metric can be recovered
using data from fewer days than the fully accumulated
14 days of CGM data. Unless treatment interventions or
lifestyle changes are instituted, glycemic control changes
gradually. Thus, consensus metric based glycemic control
conclusions based on two consecutive 14 day periods should
be reasonably consistent. The consistency of the metrics
between consecutive periods is of interest in situations where
CGM data are used for decision support algorithms which
go beyond real-time or near real-time decision support. A
secondary aim of this study is therefore to examine the
extent to which each consensus metric can be recovered
when compared to the consecutive 14 days of CGM data.

To the best of our knowledge, we are the first study to
investigate the recovery of consensus metrics both within and
between two consecutive 14 day periods based on a large
self-reported real-world data across a diverse population.
This is different from the mentioned studies based on clinical
data by Xing et al. [12] and Riddlesworth et al. [13] including
a recent study by Herrero et al. [15] proposing a new
approach to define the minimum duration of CGM data based
on T1D patient data.

II. MATERIALS AND METHODS

A. Established consensus CGM metrics

This study is based on the recommendations of the expert
panel as presented in Table 1. In order to facilitate more prac-
tical and easier data interpretation, the panel identified time
in ranges as a combined, more intuitive metric of glycemic
control [3], [16]. It includes a subset of the consensus metrics
as depicted in Figure 1: time in range (TIR, metric six),
time above range (TAR, metrics four and five) and time
below range (TBR, metrics seven and eight), expressed either
as time per day or as percentage of readings as illustrated
in Figure 1. Acceptable glycemic control is achieved if all
of the presented conditions are met. However, individual
assessment is encouraged in each case [3], and different
thresholds apply for specific patient groups (e.g. older/high
risk patients and during pregnancy).

B. CGM data and inclusion criteria

Our analysis is conducted based on real-world CGM data
acquired from the Cornerstones4Care® Powered by Glooko
platform, which is a diabetes management application. The
data are used for research purposes with consent from the

users [17]. The data set covers the period from 2016 to 2019,
and includes data from T1D and T2D patients, albeit a con-
siderable proportion has not reported their diabetes type in
the app. Therefore, the CGM data are pooled by considering
the same consensus guidelines presented for T1D and T2D
patients (apart from older/high risk patients and during preg-
nancy) and the uncertainties associated with self-reported
data. For each user, we identified all available periods of
14 consecutive days of CGM data in the mentioned period.
Only data from users with at least two consecutive periods
of data, i.e., 28 consecutive days were included, and where
CGM data were available for > 70% of each day. For each
included period, the days were divided into 14 accumulated
time spans from 1 to 14 days, thus gradually adding more
CGM data. For each period, the established consensus CGM
metrics were calculated for the accumulated days [18] using
the same approach regardless of which CGM device the data
originated from. Many users had more than two consecutive
periods available (repeated measures), i.e., more than two
consecutive periods at a time (e.g. four consecutive periods
in a row) and/or two or several consecutive periods with
breaks in between, over the observed time period.

C. Intra- and inter-period analyses

Two analyses are made, namely intra-period (within 14
days period) and inter-period (across two consecutive peri-
ods). The intra-period analysis quantifies the extent to which
an assessment based on less CGM data can recover the
assessment had the data from the full 14 days been available,
the primary study aim. The inter-period analysis quantifies
the extent an assessment based on CGM data from a full 14
days period can recover the assessment had it been based
on the 14 days CGM data of the consecutive period, the
secondary study aim.

In order to introduce consistency and a comparable setup
between the two analyses, the last available period for
each user was excluded for the intra-period analysis. This
exclusion approach is performed in order to assure equal
number of data samples between the two analyses, thus the
possibility of direct comparison.

D. Statistical measures

As statistical measure, Relative Absolute Difference
(RAD) is applied. In this context, results are provided as
the estimated population mean with 95% confidence interval
(CI). Since we consider repeated measures when estimating
the population mean, RAD is modelled using a random
effects model to incorporate both within and between user
variation [19] as implemented using the ‘lme4’ package
(version 1.1.21) in R (version 3.6).

The RAD captures how much the value of each accumu-
lated day of CGM data differs from the value based on the
corresponding fully accumulated 14 day period and is defined
as:

RADm(p,s,d) =

∣∣∣∣∣∣
x(m)

p,s,d− x(m)
p′,s,d=14

x(m)
p′,s,d=14

∣∣∣∣∣∣ ·100%, (1)
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TABLE I
ESTABLISHED CONSENSUS CGM METRICS FOR CLINICAL CARE (2019) [3].

Established consensus CGM metrics

1. Mean glucose (MG)
2. Glucose management indicator (GMI)
3. Glycemic variability (%CV)
4. Time above range (TAR) % of readings and time >250 mg/dL (>13.9 mmol/L) [Level 2]
5. Time above range (TAR) % of readings and time 181-250 mg/dL (10.1-13.9 mmol/L) [Level 1]
6. Time in range (TIR) % of readings and time 70-180 mg/dL (3.9-10.0 mmol/L)
7. Time below range (TBR) % of readings and time 54-69 mg/dL (3.0-3.8 mmol/L) [Level 1]
8. Time below range (TBR) % of readings and time <54 mg/dL (<3.0 mmol/L) [Level 2]

Fig. 1. Time in ranges (conditions) for glycemic control assessment represented by stacked bar (inspired from the international consensus on TIR [3]).

where x(m)
p′,s,d=14 represents the value of consensus metric m

for period p of subject s accumulating d days of CGM data.
For the intra-period analysis p′ = p (current period) and for
inter-period analysis p′ = p+1 (consecutive period).

Although the RAD measure is well-established and has
previously been used in similar contexts comparing relative
differences between CGM metrics when less data than the
proposed duration are used [12], it is subject to an inherent
limitation. RAD is impacted by the magnitude of each
metric’s full 14 days value, which must be taken into account
when comparing and interpreting metrics with different mag-
nitudes.

To clarify this, consider GMI, which is a scaled linear
combination of MG [20]. Even though GMI and MG are
based on the same value, the RAD will be different. Let
d represent the considered day, x depict MG and y be GMI
related to MG as y= a ·x+b where a= 0.02392 and b= 3.31
for MG in [mg/dL] presented by Bergenstal et al. [20]. The
following reduction is then applied:

RAD(x) =
∣∣∣∣xd− xd=14

xd=14

∣∣∣∣
RAD(y) =

∣∣∣∣yd− yd=14

yd=14

∣∣∣∣= ∣∣∣∣ (a · xd +b)− (a · xd=14 +b)
(a · xd=14 +b)

∣∣∣∣
=

∣∣∣∣∣xd− xd=14

xd=14 +
b
a

∣∣∣∣∣= RAD(x) · xd=14

xd=14 +
b
a

,

(2)

where we have used that xd=14, a, and b all are positive.
Hence, RAD(y) will be reduced relative to RAD(x) by the
factor xd=14

xd=14+138.4 , resulting in different RAD values even
though they are based on the same value.

For the inter-period analysis, we further estimate the extent
in which two consecutive CGM periods are correlated using
repeated measures correlation [21] (accounting for the intra-
user variability) as implemented using ‘rmcorr’ package
(version 0.4.1) in R (version 3.6).

The random effects model approach for RAD and the
repeated measures correlation are applied as these desirably
exploit all available CGM data. These are preferred over
either an averaging approach or manually selecting the
periods/patients.

III. RESULTS

A. Available CGM data

The data set includes 50% T1D and 15% T2D users. 35%
have not registered their diabetes type in the app (unknown).
29% of the users reported to be male, 24% female and 47%
have not given information about their gender. The average
age in 2019 was 42 years for T1D, 56 years for T2D and
44 years for unknown. A total of 4726 14 day periods of
CGM data, representing 484 users were included into the
study, distributed as shown in Figure 2. The average time
with available CGM data for the included periods was 88.4%.
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In order to give an overview of the included CGM periods,
Figure 3 provides the estimated population mean with 95%
CI (based on random effects model) of the average time spent
in the different ranges (TIR, TBR and TAR level 1 and 2)
expressed as percentages [%], grouped by diabetes type. As
expected, TBR is quite low for both level 1 and 2, followed
by TAR level 1 and 2. In contrast, high values of TIR are
present for all cases. The same plots are presented for the
average based metrics, i.e., MG, GMI and CV.

B. Intra-period analysis results

Figure 4 shows the estimated population mean RAD [%]
with 95% CI considering the eight consensus CGM metrics
by accumulating days compared to the fully accumulated
14 days. The magnitude varies considerably amongst the
different metrics. The RAD is recognizably highest for TBR
level 1 and 2, and TAR level 2 over all accumulated days,
exceeding > 90% at day one. In contrast, the RAD for TIR,
MG, GMI and CV are relatively low even when assessing
only one day of CGM data: 24% (TIR), 11% (MG), 6%
(GMI) and 19% (CV). It is further reduced to 5% (TIR),
2% (MG), 1% (GMI) and 4% (CV) after 10 accumulated
days. However, bearing in mind the limitations of RAD
being impacted by the magnitude of each metric, this does
not necessarily imply a better robustness of these metrics.
Nevertheless, TIR and the average based metrics (MG, GMI
and CV) still deviate least. In contrast, this is not the case
for the critical consensus metrics represented by TBR level 1
and 2 as these are rare events which therefore deviate more
with reducing amounts of CGM data. For all metrics, we
observe a reduction in RAD as more days are included and
there appears to be no clear point in which RAD no longer
improves.

C. Inter-period analysis results

For the inter-period analysis (Figure 5, top panel), we
observe that the RAD decreases for all the CGM metrics
as more CGM data are included. However, the RADs are
substantially higher than in the intra-period analysis. The ob-
servable difference is that the intra-period analysis converges
towards zero as expected, while the inter-period assessment
even after accumulated 14 days differs substantially. The
lowest RADs are found when accumulating all 14 days as the
following: 9% (CV), 4% (GMI), 7% (MG), 14% (TIR), 96%
(TAR level 2), 43% (TAR level 1), 89% (TBR level 1), 81%
(TBR level 2). In other words, even between two consecutive
periods we observe clear discrepancies for the metrics and
most noticeable for the critical metrics comprising TBR level
1 and 2.

For the estimated inter-period repeated measure correlation
coefficient (Figure 5, bottom panel), we observe that the
correlation gradually increases with increasing accumulating
days and reaches a level of approximately 0.5 when the fully
accumulated 14 days of the first period is compared to the
fully accumulated 14 days of the second consecutive period.
Compared to the other metrics, TBR level 2 and CV reach
the lowest correlation coefficient of approximately 0.3.

IV. DISCUSSION

A. Discussion of results pertaining to the primary study aim

The primary aim of this study was to examine how the
consensus metrics are impacted by the use of less than 14
days of CGM data. In brief, as expected and illustrated by
Figure 4, increasing amounts of data steadily improve the
representation of the consensus metrics obtained when using
14 days of CGM data.

Although the RAD is relatively small for TIR and the
average based metrics (MG, GMI and CV), this does not
necessarily imply that less CGM data on these metrics can
give adequate insight into glycemic control compared to the
insights obtained by the recommended (70% of) 14 days of
data. Instead, these results are biased by the high impact
of the described full 14 days mean magnitude for each
respective metric. For this reason, all the outcomes should
be analysed carefully and always compared to the magnitude
as presented in Figure 3.

TIR and the average based metrics obtained with less than
14 days of data can to a degree still reflect the same metrics
obtained with the full 14 days of data. Thus, being aware of
the clinical question to be addressed, TIR and the average
based metrics may still provide valuable information on the
average glycemic levels, even when based on fewer days of
data.

In contrast, using less data significantly impacts the robust-
ness of the information about the infrequent events, notably
TBR level 1 and 2. In the clinical context these low glucose
values are critical to avoid. Even though a strength of real-
time CGM is to empower the patient to closely navigate their
glucose levels and avoid hypoglycemia, our data illustrate a
potential pitfall; If a patient’s CGM data are pooled, but less
than 14 days of data are available, the risk of missing critical
low glucose information is increased. Combined, the limited
impact on the average metrics and the significant impact
on the metrics on infrequent events, calls for caution. For
instance, an automated insulin titration algorithm should in
a risk based way take this into account in the determination
of minimum required data for dose recommendations.

B. Discussion of results pertaining to the secondary study
aim

The secondary aim of this study was to examine the extent
to which each consensus metric can be recovered when com-
pared to the consecutive 14 days of CGM data. Figure 5 (top
panel) displays a similar trend as in Figure 4, i.e., improved
performance with increasing number of accumulating days.
However, two consecutive periods substantially differ as the
RADs do not converge towards zero. This means that even
when basing the consensus metrics on a full period with
14 days of data, these calculated metrics only correspond
to metrics calculated from the consecutive 14 day period to
a limited degree. For instance, the RADs after 14 days of
accumulated data (Figure 5, top panel, 14 days data) only
represent the consecutive 14 days period equivalent to what
1-2 days of accumulated data from the same consecutive
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Fig. 2. Number of 14 day periods represented by stacked bar (grouped by diabetes type).

Fig. 3. Estimated population mean with 95% confidence interval considering the time spent in the different ranges (Time in range (TIR), Time below
range (TBR) and Time above range (TAR) level 1 and 2) in terms of percentages [%], MG [mg/dL], CV [%] and GMI [%] for the included 14 day periods
(grouped by diabetes type).
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Fig. 4. Estimated population mean Relative Absolute Difference [%] with 95% confidence interval considering the eight consensus CGM metrics by
accumulating days compared to the fully accumulated 14 days (intra-period analysis).

Fig. 5. Top panel: Estimated population mean Relative Absolute Difference [%] with 95% confidence interval considering the eight consensus CGM
metrics by comparing accumulating days in the first period to the second fully accumulated 14 days period (inter-period analysis). Bottom panel: Same
analysis but quantifying the estimated repeated measures correlation coefficient with 95% confidence interval.

period would have achieved (Figure 4, 1 and 2 days of CGM
data).

In addition to this, the estimated repeated measure cor-
relation coefficient, Figure 5 (bottom panel), illustrates how
much a consecutive period for an individual user correlates
accounting for the intra-user variability. We observe substan-
tial correlation indicating that even though two consecutive
periods differ as described above, they are more similar in
comparison to the more distant periods. This supports the
clinically intuitive conclusion, that e.g. a predictive decision
support algorithm will deteriorate with increasing timespan.

C. Considerations regarding CGM applications

CGM is becoming a well-established part of clinical care
of people with diabetes. When used as part of clinical care,
the physician assesses the person with diabetes holistically,
and the person with diabetes uses the CGM as daily real-

time support for decision making. In these situations, the
CGM derived consensus metrics can be used to increase the
understanding of the CGM data.

The consensus metrics can make it easier and more
convenient to interpret periods of CGM data. In addition,
some of the metrics may even be valuable when periods
contain less than 14 days of CGM data in certain clinical
contexts. However, our results call for caution if important
treatment decisions are made based on the consensus metrics,
in particular in situations where less than the recommended
amount of data are available because infrequent events such
as low glucose levels may be missed [15], [22].

D. Limitations and strengths of the study

This study uses real-world CGM data with limited and
self-reported user information. In this data set, factors which
are known to impact glucose level are largely unspecified,
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e.g. diabetes type, demographics, lifestyle. Furthermore,
treatment regimens, whether the users are optimally titrated
and have achieved steady-state in their current treatment is
also unknown. However, the real-world data are also the pri-
mary strength of the study as our analyses are based on large
amounts of CGM data acquired in real-life situations across a
diverse population. Hence, the data are not constrained by the
limitations associated with the controlled setup of traditional
clinical trials.

V. CONCLUSION

Using less than 14 days, increasing amounts of data
steadily improve the representation of the consensus metrics
obtained when using 14 days of CGM data. Some of the
consensus metrics (TIR and average metrics) might still be
valuable in terms of interpreting CGM data in certain clinical
contexts. However, caution should be taken if treatment
decisions would be made with less than 14 days of data on
critical metrics such as TBR, since the metrics characterizing
infrequent events deviate substantially when less data are
available. Substantial deviation is also seen when comparing
across two consecutive periods, which means that care should
be taken not to over-generalize consensus metric based
glycemic control conclusions from one period to subsequent
periods.
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