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Abstract— Convolutional neural networks are increasingly 

used in the medical field for the automatic segmentation of 

several anatomical regions on diagnostic and non-diagnostic 

images. Such automatic algorithms allow to speed up time-

consuming processes and to avoid the presence of expert 

personnel, reducing time and costs. The present work proposes 

the use of a convolutional neural network, the U-net 

architecture, for the segmentation of ear elements. The auricular 

elements segmentation process is a crucial step of a wider 

procedure, already automated by the authors, that has as final 

goal the realization of surgical guides designed to assist surgeons 

in the reconstruction of the external ear. The segmentation, 

performed on depth map images of 3D ear models, aims to define 

of the contour of the helix, antihelix, tragus-antitragus and 

concha. A dataset of 131 ear depth map was created;70% of the 

data are used as the training set, 15% composes the validation 

set, and the remaining 15% is used as testing set. The network 

showed excellent performance, achieving 97% accuracy on the 

validation test. 

 

I. INTRODUCTION 

Artificial Intelligence (AI) improves almost every field it 

touches, and the world of healthcare makes no exception. In 

the medical field, AI can be used in a wide spectrum of 

medical specialties, such as cardiology, orthopedics, 

gastroenterology, etc., to help physicians to faster recognize 

and diagnose diseases and provide much more effective 

treatments. Currently, research is mainly focused on modeling 

human body parts [1] and recognizing conditions from 

various medical imaging sources [2–5] (e.g., cardiograms, CT 

scans, ultrasound scans, etc.). Among AI-based techniques, 

Artificial Neural Networks (ANNs) are increasingly used in 

the field of biomedical systems [6,7]. In fact, ANNs are 

exploited in several medical applications, such as biochemical 

analysis [8], for example to track blood glucose or attempt to 

calculate blood ion levels, or image analysis for tumor 

detection or classification of tissues and vessels [9–11]. The 

strength of these approaches lies in the fact that it is not 

necessary to provide a specific algorithm on how to identify a 

disease, since the neural networks learn through examples.  

One of the application fields that has attracted most ANN 

researchers is the segmentation of medical images, which 

plays an important role in their analysis. In medicine, the task 

of image segmentation is often required on diagnostic images, 

to define, for example, the contours of a tumor, or on 
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microscope images, to isolate cells for biological analysis. For 

this purpose, manual approaches are generally adopted, but in 

many cases the segmentation process is slow and often 

tedious. In this scenario, there is a growing demand for 

computer algorithms that can perform segmentation quickly 

and accurately without human interaction. An efficient 

automatic processing without human involvement can avoid 

human error and reduce time and costs. Compared to classical 

segmentation methods based on image processing techniques 

(e.g. thresholding based methods, region and clustering based 

methods, etc.), the usage of algorithms based on neural 

networks is considerably growing. In the last years, Deep 

Learning has demonstrated to improve the performances of 

ANNs, becoming very popular. Not by chance, Convolutional 

Neural Networks (CNN) play today an important role in the 

field of medical image segmentation [12–14]. Typically, 

CNNs are used for classification tasks where, for each image, 

the output is a single label. However, in many applications, 

such as biomedical image processing, the desired output 

includes localization, i.e. it requires that a class label is 

assigned to each pixel, in other words, the desired output is 

the delineation of the contours of an object. Among the many 

types of CNN available, the U-Net architecture [15] is one of 

the most famous fully convolutional network architectures 

suitable for medical semantic segmentation tasks. The U-Net 

architecture demonstrated to achieve excellent performance 

on very different biomedical segmentation applications: 

identification of pulmonary nodules [16], skin lesions [17], 

brain tumors [18], carotid artery [19], etc. Thanks to data 

enhancement with elastic deformations, U-net architecture 

needs only very few annotated images and has an excellent 

training time. This constitutes a great advantage in the 

medical field, where most of the time a shortage of labeled 

data is observed as labeling the dataset requires an expert in 

this field which is expensive, and it requires a lot of effort and 

time [20]. In light of the widely demonstrated effectiveness of 

the U-net architecture in semantic segmentation, the authors 

intend to exploit this tool for automatic segmentation of 

auricular anatomical elements. Such segmentation is crucial 

in the context of autologous ear reconstruction (AER) 

surgery, i.e. the reconstruction of the outer ear from the 

patient's costal cartilage tissue. This surgical technique is used 

in cases where the patient presents total or partial absence of 

the ear (due, for example, to congenital malformations such 
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as microtia) and offers many advantages when compared to 

other types of treatment.   
 

A. Autologous Ear Reconstruction: a new way of 

treatment 

The AER surgical procedure involves the realization of a 

3D structure of the ear, obtained by carving and sculpting the 

patient's costal cartilage, and its implant in a subcutaneous 

pocket located in the auricular region. According to the 

technique proposed in [21], the auricular elements to be 

reconstructed are helix, antihelix, tragus-antitragus (colored 

elements in Figure 1), plus a support base. 

 
Figure 1. Anatomical elements of the ear. 

 

The result of the surgery, however, strongly depends on the 

surgeon's manual skills in modeling auricular 3D geometries. 

The surgery aims at achieving a result that ensures symmetry 

of the face with the contralateral ear, but the operation is a real 

challenge for the surgeon since the geometry of the ear is 

actually very difficult to reproduce. In order to help the 

surgeon in this procedure the authors have studied and 

realized 3D printed surgical guides that provide a simplified 

representation of the patient's ear anatomy and guide the 

surgeon in cutting the different anatomical elements. An 

example of the cutting guides is shown in Figure 2.  

The realization of the patient-specific medical devices 

involves the acquisition of the 3D anatomy of the healthy ear 

(with optical scanning techniques or from CT scan), a 

mirroring operation to obtain the target anatomy to be 

reconstructed, and the CAD modeling with appropriate 

modeling tools.  

 
Figure 2.  Example of CAD models of the surgical guides created by 

simplifying the original anatomy. 
 

In detail, the CAD procedure is performed on the correctly 

oriented 3D model, i.e. the ear must be oriented in such a way 

that all the elements involved in the reconstruction are visible 

to the user view point (coincident with one of the global 

reference system planes e.g. the XY-plane), then the 

procedure takes place on the 2D sketch created on such plane 

(example in Figure 3). On the so defined sketch, through well-

known CAD operations, the printable models of the surgical 

guides are created. 

 

 
Figure 3.  Main phases of the manual modelling procedure of the surgical 

guides. a) initial anatomy orientation; b) result of the cad modelling procedure. 

 

With the aim of making the physician autonomous in the 

realization of patient-specific cutting guides for AER surgery, 

the research vision is to develop software tools for designing 

the semi-automatic design of the medical devices’ CAD 

models. The development of tools easily manageable at 

hospital level would allow to realize a streamlined and fast 

production process, to be used within the common clinical 

practice. To this end, through a software routine, the authors 

automated the CAD modeling of the surgical guides [22]; the 

algorithm requires the contours of each anatomical element as 

input. For the complete automation of the process, it is thus 

necessary to segment the ear in the involved anatomical 

components. For this purpose, it was chosen to implement a 

2D segmentation algorithm starting from the depth map of the 

ear, obtained from the correctly oriented 3D model. As well-

known the depth map is an image that contains information 

relating to the distance of the surfaces of scene objects from a 

viewpoint. Therefore, the proposed algorithm exploits the 2D 

characteristics of the depth map, which contains, in its 

definition, depth information defined by the 3D model. 

In this perspective, a first segmentation software was 
proposed by the authors in [23], where state-of-the-art 
segmentation algorithms based on image processing 
techniques were analyzed, without being able to find a suitable 
algorithm to perform segmentation of ear elements. As a 
result, a very accurate ad-hoc algorithm based on image 
processing techniques was developed, which however requires 
setting some initial parameters. To overcome this shortfall, the 
feasibility of using Deep Learning techniques, specifically the 
U-Net architecture, for the ear segmentation is evaluated in 
this study.  

II. MATERIALS AND METHODS 

A. Dataset – image annotation 

The dataset for training and testing the network consists of 

131 ear depth maps. To create the dataset were used 62 

computerized tomographies of the head (CTs) and 18 ear 

scans (the number of retrieved scans exceeds 131 since not all 

CT scans allow both left and right ear anatomies to be used 

due to the patient's position during the scan or to congenital 

malformations of ear). In detail, the anonymized CT scans 

were retrieved from the CQ500 dataset [24] and further 
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processed with the Mimics Materialise software package [25] 

to obtain the 3D model of the ears. The remaining 18 ear 

models were already in 3D form as they were obtained with a 

professional 3D scanner. The dataset can be considered 

heterogeneous since the ear constitutes a biometric element 

whose shape and size are independent of age, gender, and 

ethnic group [23]. Starting from such three-dimensional 

models of the ear, to create the depth maps of the dataset was 

used the algorithm implemented in [23] able to properly orient 

the ear and create the depth map. The depth maps were then 

manually annotated in collaboration with a physician. For this 

feasibility study, it was decided to combine in a single 

element i) the tragus with the antitragus elements and ii) the 

antihelix with the triangular fossa and the root of the helix. 

Moreover, to implement a more comprehensive algorithm to 

be used in a variety of applications, the concha element (blue 

in Figure 4) is also considered.  Figure 4 shows the target 

segmentation of the anatomical elements and an example of 

manual annotation. 

 
Figure 4.  a) ear elements definition and b) example ear manual 

segmentation. 

B. Model architecture 

The neural network model chosen for the ear segmentation 

is based on the U-Net architecture [15].  

A U-Net consists of an encoder (downsampler) and a 

decoder (upsampler); in fact the original architecture of the 

network consists of a contraction path and an expansion path. 

As for the contraction it follows the typical architecture of 

convolutional neural networks, i.e. repeated application of 

two 3x3 convolutions followed by a rectified linear unit 

(ReLU) and a 2x2 max pooling operation with stride 2 for 

downsampling. At this stage, each downsampling step 

doubles the number of channels. The expansion path consists 

of an upsampling of feature maps followed by a 2x2 

convolution which halves the number of channels, a 

concatenation with the corresponding feature map of the 

contracting path, and two 3x3 convolutions followed by a 

ReLU. As a final layer, a 1x1 convolution is used to map each 

component feature vector to the desired number of classes. 

The U-Net also provides skip connections in the encoder 

decoder architecture, this way fine-grained details can be 

retrieved in the prediction.  

In this work, a modified version of the standard U-Net was 

used. As said, in the first half of the network the 

characteristics of the input images are extracted using the 

encoder. Since the task of the encoder is to extract generic 

characteristics, the initial learning phase based on random 

input parameters can be replaced with a pre-trained model in 

order to learn robust features and reduce the number of 

trainable parameters. More precisely, the intermediate layers 

outputs of a pre-trained MobileNetV2 model [26] are used as 

the encoder. As for the decoder, it follows the general 

structure of the original U-Net. The final transposed 

convolution has six output channels, since there are six 

possible labels for each pixel, corresponding to the four 

anatomical elements (see Figure 1), the rest of the ear 

anatomy and the background. The network architecture is 

shown in Figure 5. As far as training is concerned, taking 

advantage of the use of already pre-trained levels, it is 

necessary to train only the decoder and the final classifier 

levels. Moreover, a data augmentation process was applied on 

the dataset by mirroring all training images and changing the 

image brightness. The authors did not test for orientation 

variations since the segmentation task is embedded within a 

workflow that provides for robust automatic orientation of the 

3D model prior to creating the depth map, thus resulting in the 

standardization of the orientation of the images to be 

segmented. Taking advantage of transfer learning and data 

augmentation, it is possible to obtain good results by using a 

reduced number of input data. 

 

 

Figure 5. Architecture of the implemented network. 
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III. RESULTS AND DISCUSSION 

The neural network was implemented with Tensorflow 

[27] using the high-level API Keras. The Adam optimizer was 

used and as loss the sparse categorical crossentropy was 

evaluated, since there are more than two classes as network 

output. To train the network the dataset was divided as 

follows: 70% of the data are used as the training set, 15% 

composes the validation set, and the remaining 15% is used 

as testing set. The number of epochs was set to 15, 

considering that subsequently the accuracy of the network 

remains stable and the loss increases as shown in Figure 6a. 

In particular, in Figure 6 is possible to observe the loss trend 

(Figure 6a) and the accuracy trend (Figure 6b) obtained 

during the 15 epochs of the training phase, both for the 

training set and the validation set. As can be seen in the graphs 

the network reaches an accuracy over 95% after few epochs 

on both sets, reaching finally an accuracy of about 99% on the 

training set and about 97% on the validation set. In Figure 6a 

it can be seen how the loss on the training set has a decreasing 

trend as the training epochs increase and how this does not 

happen in the validation set: for this reason, and to avoid 

overfitting, it is not necessary to carry out a higher number of 

training epochs. 

 
Figure 6.  a) loss and b) accuracy graphs for the training epochs. 

The network was developed using Colab (a service 

provided by Google) as it offers many advantages including 

free access to GPUs so as not to overload personal machines, 

but with all the disadvantage of not being able to choose and 

therefore not having a fixed configuration of processing 

machine. For this reason with the aim of providing reference 

times, both in terms of training time and prediction time, a 

fixed configuration was also used. In particular, the machine 

has a Nvidia GeForce MX150 GPU. Figure 7 shows the 

average prediction time, calculated on all the dataset images, 

and the average time per epoch, calculated on 1000 epochs. 

 
Figure 7.  Average prediction time a) and average time for epoch b) 
obtain with Nvidia GeForce MX150 GPU. 

 

Figure 8 shows some of the segmentations predicted by the 

network (predicted mask) compared with the corresponding 

ground truth (true mask).  

 

 
Figure 8.  Subset of network experimental results. 

 

The network is able to achieve excellent performance, as 

can be seen both from the accuracy values in Figure 6b and 

qualitatively in Figure 8. These results are in any case strongly 

related to the ear's position within the image: the correct 

segmentation is in fact strongly dependent on the correct 

orientation of the ear and, at the moment, the network is not 

able to produce correct segmentations with input scans not 
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correctly oriented, both on the frontal plane and in space 

before creating the depth map.  

 

IV. CONCLUSIONS 

The increasing use of Artificial Intelligence techniques in the 

medical field has allowed the development of fast, accurate 

and reliable systems in support of common clinical practice. 

One of the areas most revolutionized by the introduction of 

artificial neural networks is the segmentation of medical 

images. In this context, this work proposes the use of a 

convolutional neural network, the U-Net, to address the 

problem of ear segmentation to recognize its anatomical 

elements with the idea of integrating it into the process of 

creating custom surgical guides to assist autologous ear 

reconstruction surgery. The realized network takes as input 

ear depth map images created after the correct orientation of 

the 3D model and provides, as output, the ear segmentation in 

the main anatomical elements. The net was trained using 131 

images (plus the ones obtained by mirroring and changing the 

image brightness) manually annotated and appropriately 

divided between train test and validation set. The net was 

trained over 15 epochs reaching an accuracy of 97% on the 

validation set and, in general, the results obtained are very 

satisfactory especially considering the reduced number of 

images used in the training process. Moreover, the average 

prediction time is ~36 ms on a machine mounting a Nvidia 

GeForce MX150 GPU, and the average training time for one 

epoch is ~2 s. The study demonstrated the potential of using 

this type of network to address the task of ear segmentation. 

Future developments will concern the analysis of a network 

for the segmentation of the ear that is applicable to ears not 

properly oriented on the frontal plane, and therefore on the 

extension of the dataset to these cases. 
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