
  

  

Abstract—Mucosa Associated Lymphoma Tissue (MALT) 

type is an extremely rare type of lymphoma which occurs in less 

than 3% of patients with primary Sjögren’s Syndrome (pSS). No 

reported studies so far have been able to investigate risk factors 

for MALT development across multiple cohort databases with 

sufficient statistical power. Here, we present a generalized, 

federated AI (artificial intelligence) strategy which enables the 

training of AI algorithms across multiple harmonized databases. 

A case study is conducted towards the development of MALT 

classification models across 17 databases on pSS. Advanced AI 

algorithms were developed, including federated Multinomial 

Naïve Bayes (FMNB), federated gradient boosting trees (FGBT), 

FGBT with dropouts (FDART), and the federated Multilayer 

Perceptron (FMLP). The FDART with dropout rate 0.3 achieved 

the best performance with sensitivity 0.812, and specificity 0.829, 

yielding 8 biomarkers as prominent for MALT development. 

 
Keywords: federated AI, data harmonization, Mucosa Associated 

Lymphoma Tissue (MALT), primary Sjögren’s Syndrome (pSS). 

I. INTRODUCTION 

Primary Sjögren’s Syndrome (pSS) is mainly characterized 

by dry eye and mouth manifestations with an increased risk 

of evolution into malignant lymphoma [1-3]. It is a chronic 

systemic autoimmune disease with diverse clinical picture 

and outcome [1-3] and is primarily affecting middle-aged 

women [1-3]. The estimated prevalence of pSS ranges from 

0.01-0.1% of the general population and it is affected by the 

geographic distribution and the classification criteria [1-3]. It 

has a wide range of clinical presentations, extending from 

mild disease limited to exocrine glands to severe, multi-

systemic disorder, and development of B-cell non-Hodgkin 

lymphoma (NHL) in about 5% of patients [1-3]. 

The clinical unmet needs in pSS include the development 

of lymphoma classification and lymphomagenesis models, as 

well as, the extraction of prominent indicators for lymphoma 

development, as potential biomarkers. In the majority of these 

studies, both univariate and multivariate statistical models [4-
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6], as well as, time-to-event models [6] have been employed 

to detect risk factors. In another study [7], gradient boosting 

trees were used for the first time in pSS to predict lymphoma 

outcomes in a single cohort of 435 patients yielding increased 

accuracy and sensitivity, as well as, on four European cohorts 

(1554 patients) [8] with notable performance. 

All the above studies mainly focus on the development of 

lymphoma classifiers for general types of lymphoma (e.g., by 

grouping patients with Mucosa Associated Lymphoma Tissue 

(MALT) and patients with Diffuse Large B-cell Lymphoma 

(DLBCL)) [9-11] and, thus, conceal significant clinical 

evidence regarding rare types of lymphoma in pSS, such as, 

MALT, which occurs in less than 3% of pSS patients. In 

addition, most of the studies focus on the application of 

conventional multivariate methods for the extraction of 

independent risk factors for lymphoma development without 

giving any particular emphasis on the performance of the 

resulting models [9-11]. Moreover, the existing studies focus 

either on training robust classifiers, such as, tree ensembles 

on a single cohort of pSS patients [7] or on small cohorts [8], 

and, thus, obscure the statistical power of the outcomes due to 

the lack of sufficient population size in such a rare disease. 

To address these needs, we have developed a federated AI 

framework that enables the training of trustworthy AI 

algorithms across cloud databases, which includes the: (i) 

federated gradient boosting trees (FGBT), (ii) FGBT with 

dropouts (FDART), (iii) federated Multilayer Perceptron 

(FMLP), and (iv) federated Multinomial Naïve Bayes 

(FMNB). A large-scale case study was conducted towards the 

development of AI models for MALT classification across 17 

curated and harmonized cohorts. The FDART with dropout 

rate 0.3 achieved the best performance with accuracy 0.828, 

sensitivity 0.812, and specificity 0.829, where the AI model’s 

explainability was validated by the detection of 8 biomarkers 

for MALT. To our knowledge, this is the first case study that 

develops federated MALT classification models in pSS. 
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II. MATERIALS AND METHODS 

A. Data sharing 

Pseudonymized patient data were collected from 21 

European cohorts with 7,551 patients who have been 

diagnosed with primary Sjogren’s Syndrome (pSS) [1]. The 

cohort data were obtained under a data protection agreement, 

fulfilling all the necessary ethical and legal requirements for 

data sharing that are posed by the General Data Protection 

Regulation. Upon the GDPR approval, the pseudonymized 

patient data were stored in secure federated cloud databases. 

Only those databases having at least one patient who has 

been diagnosed with any type of lymphoma were included in 

the analysis. According to Fig. 1, the 17 remaining cohorts 

were ranked in descending order based on the number of 

MALT patients. Cohorts UiB, MHH and CUMB included 

lymphoma patients but none of them had MALT lymphoma 

type and thus were used to populate the control group. 

 
Figure 1. Distribution of pSS patients with MALT lymphoma type across the 

17 harmonized cloud databases. 

B. Data curation and harmonization 

 A clinical data curation pipeline presented in a previous 

study [12] was applied to resolve data inconsistencies, such 

as, outliers, missing values, and highly correlated features. 

The pipeline was applied on each individual raw database. 

Both univariate and multivariate methods, such as, the z-score 

and the interquartile range along with the density-based 

methods [12, 13] were used to isolate anomalies. Correlation 

matrices were constructed to detect highly correlated features 

as potential duplicates [13]. Data harmonization was applied 

according to a reference pSS ontology which was presented 

in a previous study [14]. The reference ontology consists of a 

set of clinical parameters which reflect the minimum 

available domain knowledge of pSS. The latter was used to 

semi-automatically align the terminologies of each dataset 

with the reference ontology upon clinical guidance [8]. 

C. Federated AI framework 

 Since the harmonized cohort data were stored in private 

cloud databases, the data integration approach was not 

feasible, thus obscuring the training of conventional machine 

learning (ML) algorithms. To deal with this challenge, we 

designed a federated AI framework which focuses on the 

incremental training of ML models across federated 

databases. The overall process is depicted in Fig. 2. A central 

computing node (CCN) is used to incrementally connect and 

communicate with the federated databases 𝑫𝟏, 𝑫𝟐, . . . , 𝑫𝑵. 

On each training phase, the ML models 𝑴𝟏, 𝑴𝟐, . . . , 𝑴𝑵 were 

incrementally updated across the databases, in continuous 

time steps, and evaluated either on one or on more databases. 

 
Figure 2. An illustration of the federated AI framework. 

1) Rationale 

For a given a set of 𝑁-databases, say {𝑫𝟏, 𝑫𝟐, … , 𝑫𝑵}, a 

machine learning algorithm trained on the dataset 𝒅𝒊 ∈ 𝑫𝒊 is 

updated through the following function [13]: 

𝐹(𝒅𝒊) = 𝐹(𝒅𝒊 − 1) + 𝛽𝑞(𝒅𝒊), (1) 

where, 𝐹(𝒅𝒊) corresponds to the estimated ML model which 

has been trained on the dataset 𝒅𝒊, 𝐹(𝒅𝒊 − 1) corresponds to 

the estimated model which was trained on 𝒅𝒊−𝟏, 𝑞(𝒅𝒊) is the 

learner on 𝒅𝒋, and 𝛽 is a scalar. A loss function can then be 

defined in the form 𝐿(𝑓(𝒅𝒊), 𝒚𝒊) where 𝑓(𝒅𝒊) is the estimator 

and 𝒚𝒊 is the target score. Then, the stochastic gradient 

descent (SGD) approach is used to minimize the loss function 

through the following sequential weight update process [15]: 

𝑤(𝒅𝒊) = 𝑤(𝒅𝒊 − 1) − 𝛽(∇𝑤𝐿(𝑓(𝒅𝒊), 𝒚𝒊) + 𝑎∇𝑤𝑟(𝑤)), (2) 

where, ∇𝑤𝐿(𝑓(𝒅𝒊), 𝑦𝑖) is the gradient of the loss function with 

respect to 𝑤, 𝑟(𝑤) is a regularization function, ∇𝑤𝑟(𝑤) is the 

gradient of the regularization function, 𝑎 is a hyperparameter, 

and 𝛽 is a learning rate parameter. 

2) Stochastic gradient descent and probabilistic methods 

All supervised learning classifiers which adopt the SGD 

function can be extended through (2) to support incremental 

learning. If we replace the loss function with the hinge loss: 

𝜑(𝑓(𝒙𝒊), 𝒚𝒊) = 𝑚𝑎𝑥⁡(0, −𝒚𝒊𝑓(𝒙𝒊)),  (3) 

we construct the Perceptron classifier. In a similar way, we 

can obtain federated artificial neural network classifiers, such 

as, the Multi-layer perceptron (FMLP) [15]. As for the 

probabilistic methods, the federated Multinomial Naïve 

Bayes (FMNB) is used as in [15]. 

3) Federated gradient boosting trees  

In the case of federated gradient boosting trees, the goal is 

to obtain an AI model using ensembles of regression trees, as 

weak learners, which minimize the expected value of the loss 

function. Gradient boosting trees were used by incrementally 

seeking for the mapper 𝐹(𝒙) at a stage 𝑚, 𝐹𝑚(𝑥), as in [14]: 

𝐹𝑚(𝒅𝒊) = 𝐹𝑚−1(𝒅𝒊) + 𝑝𝑚 ∙ ℎ(𝒅𝒊; 𝒂𝒎), (4) 
 

where 𝑝𝑚 is the line search, and ℎ(𝒙; 𝒂𝒎) is a regression tree 

learner with parameters 𝒂𝒎. A main issue in gradient boosting 

trees is the fact that the algorithm combines many regression 

trees with a small learning rate and thus trees that are added 

early in the ensemble are more significant than trees added 

late. To deal with this issue, we used the DART approach [16] 

according to which the dropped trees and the new tree, on 
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each round, were scaled by a factor which ensures that the 

combination of the dropped trees with the new trees will have 

the same effect on the outcome [16]. The DART is trained on 

intermediate datasets of the random subset that is selected by 

the gradient boosting trees and thus prevents the construction 

of trivial trees. For a given model, say 𝑀, with 𝑀(𝑡) denoting 

the prediction for point 𝑥, DART creates the subset [16]: 

{(𝑡, −∇𝑡𝐿(𝑇(𝑡)))}, (5) 
 

where⁡∇𝐿(𝑇(𝑡)) is the gradient of the loss function 𝐿(𝑇(𝑡)). 

Thus, a new label with values −∇𝑡𝐿(𝑇(𝑡)) is created for each 

sample 𝑡 in the training dataset. 

III. RESULTS 

A. Federated data storage 

Each data provider uploaded his/her cohort data in secure 

federated cloud databases within the HarmonicSS platform 

[17]. The legal and ethical compliance of the cohort data was 

evaluated by a Data Controllers Committee (DCC) which 

consisted of one technical and two clinical experts in the field. 

Upon the DCC approval, the cohort data curation and 

harmonization workflows were applied on the raw data. 

B. High-quality and harmonized federated databases 

 All detected outliers and data incompatibilities, as well as, 

duplicated fields were automatically discarded from each 

federated database. The curated data were utilized in the data 

harmonization pipeline using the pSS reference ontology as a 

gold standard which yielded 4,805 harmonized patients (206 

MALT, 4,599 non-MALT). The harmonized data included 42 

features with more than 90% overlap with the pSS reference 

ontology which were used to train federated AI algorithms for 

MALT classification (0: absence, 1: presence). 

C. Federated MALT classification 

 To control for the increased class imbalance between the 

two populations, we applied random downsampling with 

replacement on each training cohort, where the ratio between 

the MALT and non-MALT patients was set to 1:1. On each 

random subset, the patients were matched according to age at 

SS diagnosis, gender, and disease duration, yielding 4805 

patients, in total. Since all the possible permutations of the 

training databases is 17!, the databases were ranked in 

descending order according to the number of MALT patients, 

as in Fig. 1. Databases having less than 10 MALT patients 

were excluded from the permutations thus restricting the 

number of possible training permutations to 7!. For 

illustration purposes, the analysis was restricted in two cases, 

where the training sequence included the following 

harmonized cohort databases: UOA, UNEW, UNIPI, UMCU, 

UNIRO, PARIS, UU, HUA, UOI, UoB, UBO, UNIVAQ. The 

validation was conducted in two testing cohorts: AOUD (case 

1) and UNIPG (case 2). 

According to Table 1, the FGBT and FDART algorithms 

achieved the best performance, where the FDART with 

dropout rate (𝑟𝑑) 0.3 had the best performance (accuracy = 

0.828, sensitivity = 0.812, specificity = 0.829, and AUC = 

0.853). The FMLP and the FMNB achieved the lowest 

performance due to overfitting effects which were introduced 

in the weight update process during the training in cohorts 

having reduced number of MALT patients. 

TABLE I.  PERFORMANCE EVALUATION RESULTS CASE 1. 

Algorithm Accuracy Sensitivity Specificity AUC 

Case 1 (Starting cohort: UOA, testing cohort: AOUD) 

FGBT 0.808 0.625 0.818 0.84 

FDART, 𝒓𝒅 = 0.1 0.805 0.812 0.804 0.825 

FDART, 𝒓𝒅 = 0.2 0.795 0.812 0.794 0.865 

FDART, 𝒓𝒅 = 0.3 0.828 0.812 0.829 0.853 

FDART, 𝒓𝒅 = 0.4 0.818 0.812 0.818 0.852 

FMNB 0.502 0.875 0.48 0.678 
 

 
Figure 3. Receiver Operating Characteristic (ROC) curves for MALT 
classification using the FDART for different dropout rates against the 

federated FGBT, FMNB, FSVM, and FANN (case 1). 

In the second case, the FGBT and the FDART algorithms 

achieved once more the best performance but with a reduced 

quality than in the previous case due to the small percentage 

of MALT patients in the UNIPG cohort (3.6% ratio with 6 

MALT cases) compared to the AOUD cohort (5% ratio with 

14 MALT cases). Once again, the FMLP and the FMNB had 

the lowest performance due to additional effects which were 

introduced during the training phase. 

 
Figure 4. Receiver Operating Characteristic (ROC) curves for MALT 

classification using the FDART for different dropout rates against the 

federated FGBT, FMNB, FSVM, and FMLP (case 2). 

D. Explainability of the federated MALT classifiers 

 To further investigate the explainability of the federated AI 

models, we have induced the instances of the tree ensembles 

that have highly participated in the decision-making process. 
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In both cases, a set of prominent features (biomarkers) was 

extracted using the F-score as a measure of the frequency of 

each feature in the node splitting process on each tree [18]. 

The set of biomarkers includes the: (i) Low C4 (F-score 12.6), 

(ii) Rheumatoid Factor (F-score 11.8), (iii) Cryoglobulinemia 

(F-score 10.8), (iv) Parotid or Submandibular swelling (F-

score 10.4), (v) Arthritis (F-score 6.4), (vi) Raynaud’s 

phenomenon (F-score 3.6), (vii) Palpable Purpura (F-score 

3.4), and (viii) Renal disease (F-score 1.4), among others. 

IV. CONCLUSIONS 

In this work, we presented a generalized, federated AI 

framework which was built on the HarmonicSS [17] cloud 

infrastructure to enable the development of federated AI 

models across federated cloud databases with patients who 

have been diagnosed with pSS. The federated AI framework 

was utilized to train tree ensembles (federated gradient 

boosting trees with and without dropouts), stochastic gradient 

descent methods (federated Multilayer Perceptron), as well 

as, probabilistic methods (federated Multinomial Naïve 

Bayes) for MALT classification across 17 harmonized cloud 

databases. A case study was performed, where a federated AI 

model was trained on 15 cohorts and tested on 2 cohorts. 

The FDART with dropout rate 0.3 (accuracy = 0.828, 

sensitivity = 0.812, specificity = 0.829, and AUC = 0.853) 

achieved the best performance along with the FGBT 

(accuracy = 0.808, sensitivity =  0.625, specificity = 0.818, 

AUC = 0.84). The FMLP and the FMNB had poor 

performance since their decision boundaries were affected by 

weight overfitting during the application of (2) in cohorts with 

small number of MALT patients. This issue, however, was 

not present on the FDART, where decision-making is based 

on an ensemble of trees with adequate performance during 

training. The performance of the federated tree ensembles was 

also better in the case where the testing cohort was UNIPG 

but with a smaller performance than in the AOUD due to the 

small percentage of MALT patients in UNIPG. The 

explainability of the AI models was validated through the 

extraction of 8 biomarkers for MALT development, where the 

“Low C4”, “Rheumatoid Factor”, and “Raynaud’s 

phenomenon” were reported in the literature [3, 7, 19, 20]. 

This is the first case study regarding the development of AI 

models for MALT classifiers across multiple harmonized 

cohort databases in pSS, where MALT is one of the rarest 

types of lymphoma with a frequency less than 3% in pSS 

patients. As a future work, we are planning to apply the 

federated AI framework for the development of robust AI 

models with more outcomes, such as, peripheral nervous 

system disease, as well as, across other types of lymphoma, 

such as, Diffuse Large B-cell Lymphoma (DLBCL), and 

Nodal Marginal Zone Lymphoma (NMZL), among others. 
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