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Abstract—Pain is a personal, subjective experience, and the current gold standard to evaluate pain is the Visual Analog Scale (VAS), which is self-reported at the video level. One problem with the current automated pain detection systems is that the learned model doesn’t generalize well to unseen subjects. In this work, we propose to improve pain detection in facial videos using individual models and uncertainty estimation. For a new test video, we jointly consider which individual models generalize well generally, and which individual models are more similar/accurate to this test video, in order to choose the optimal combination of individual models and get the best performance on new test videos. We show on the UNBC-McMaster Shoulder Pain Dataset that our method significantly improves the previous state-of-the-art performance.

I. INTRODUCTION

Two types of pain metrics are considered in pain studies [1]. In facial video pain recognition, frame-level pain metrics are calculated from the intensity of objective facial muscle movements called facial action units (AUs) defined by the Facial Action Coding System (FACS). Relevant pain related AU descriptions are given in Figure 1. A commonly used combination of some pain-related action units is called the Prkachin and Solomon Pain Intensity (PSPI) [2]: PSPI=AU4+max(AU6,AU7)+max(AU9,AU10)+AU43). Sequence-level pain metrics are overall pain levels rated by observers or the subjects themselves.

The current gold standard to evaluate pain is the sequence-level self-rated 0-10 Visual Analog Scale (VAS). Automated pain evaluation systems developed to help detect pain [3]–[7] can usually be broken down into two stages: Stage 1 predicts the PSPI score in each frame, and Stage 2 learns VAS using predicted PSPI scores in a video. This work follows the same two stage approach to predict VAS.

Pain is a personal, subjective experience, and VAS is a noisy label that differs in its relationship to facial expression across subjects. This makes automated pain estimation difficult when generalizing to subjects not in the training dataset. To address this issue, Martinez et al. introduced a facial expressiveness score, unique for each person, but their method requires labeled data for new subjects [8]. Liu et al. personalized the estimation of self-reported pain via a set of hand-crafted personal features including age, gender and complexion [6]. The labeling of these personal features is easier, but still the model can’t automatically generalize to unseen subjects. There is also work tackling pain personalization in images instead of videos [9], [10].

In this work, we propose a systematic way to model the noise and bias in VAS in different subjects, and design a pain estimation model that can be optimized for new subjects using uncertainty estimation.

Fig. 1: Pain-related AU descriptions.
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A. Uncertainty in Machine Learning Models

Uncertainty can be generally categorized into two types: epistemic or aleatory [11], [12]. Epistemic uncertainty can be reduced given enough data, while aleatoric uncertainty captures noise that is inherent in the observations.

In a supervised learning problem, suppose data points \((x_i, y_i)\) are related via a model \(y_i = f(x_i) + \varepsilon_i\), where \(f\) is the true function that maps data input to output, and \(\varepsilon_i\) is the noise inherent in the observations with zero mean and variance \(\sigma^2\). A machine learning model seeks to find a function \(\hat{f}(x; D)\) that approximates the true \(f\) using training data \(D = \{(x_1, y_1), (x_2, y_2), ..., (x_n, y_n)\}\). Using mean squared error to evaluate the approximation, the expected squared error between \(\hat{f}(x; D)\) and \(y\) on new observation \((x, y)\) is:

\[
E[(y - \hat{f}(x; D))^2] = E[(f(x) + \varepsilon - \hat{f}(x; D))^2]
\]

\[
= \sigma^2 + E[(f(x) - \hat{f}(x; D))^2]
\]

Eq (2) follows from (1) because \(\varepsilon\) is independent of \(\hat{f}\).

\(\sigma^2\) is often called the irreducible error. It is a property of the data, not the model, so it captures the aleatoric uncertainty. The second term doesn’t exactly capture epistemic uncertainty because \(\hat{f}\) is only one deterministic model, but it is correlated to epistemic uncertainty, evaluating how much the solution \(\hat{f}\) over \(D\) varies from the true solution \(f\) assuming infinite data.

Neural networks have been used to estimate the input dependent \(f(x)\) as well as the variance \(\sigma^2(x)\) of the prediction \(\hat{f}(x)\) [13], [14]. In this work, we make the same assumption that the noise \(\varepsilon\) is input/subject dependent and can be predicted using a machine learning model.
B. Contributions

- We learn personalized individual models to predict the current gold standard pain metric VAS in video from video frames directly.
- We learn PSPI and VAS as a combination of the output of individual models to improve the generalizability of the pain prediction model.
- We learn the uncertainty of VAS prediction of each individual model, and improve the VAS prediction on new test subjects by adjusting ensemble weights based on the uncertainty of individual predictions.
- Our models beat the current state-of-the-art performance on the UNBC-McMaster dataset.

II. METHODS

Our model uses the Extended Multi-Task Learning (EMTL) model described in [4] as the baseline structure. The original EMTL model is trained using all training subjects together; in this work we train individual models on data from individual training subjects, and explore ways to combine these individual models so that the ensemble prediction is optimal for samples from test subjects.

A. Optimal Linear Combination of Individual Models

We previously [4] proposed an optimal linear combination of multidimensional pain estimations (VAS, OPN, SEN, and AFF) to obtain an improved prediction of VAS. This method works well in aggregating different aspects of pain to produce a better estimation but doesn’t consider the subject-dependent aspect of pain, i.e. different patients experience pain differently and express their pain in different facial expressions.

We address this problem by training personalized models: instead of training one model with all training subjects, we train several models each using video from one subject.

Consider each data point \((x, y)\) as an observation of random variables \((X, Y)\), and denote the model for subject \(s\) as \(f_s\). We learn the final prediction of VAS as a weighted sum of the predictions \(f_s(x)\). The overall model \(\tilde{f}\) can be represented as:

\[
\tilde{f}(x) = \sum_s \alpha_s f_s(x) = \alpha^T \hat{f}(x)
\]  

(3)

The solution to minimizing the MSE of the final model \(E[(\tilde{f}(X) - Y)^2]\) subject to \(\sum_s \alpha_s = 1\) can be obtained using constrained optimization with solution [4]:

\[
\hat{\alpha} = \frac{\Omega^{-1}}{I^T \Omega^{-1} I}
\]  

(4)

where \(\Omega = E[(Y - \hat{f}(X))(Y - \hat{f}(X))^T]\).

What this means is that, if a subject generalizes to others better than another subject, then the weight of the first subject should be larger than the weight of the second subject in the ensemble model \(\tilde{f}\). The optimal linear combination accounts for the covariance between the different estimators and is optimal for minimizing mean squared error.

B. Ensemble using Predicted Variance

The optimal linear combination (OLC) model in section II-A only aims to reduce epistemic uncertainty, and helps the model generalize to data in the same distribution.

However, the data distribution is different for different subjects, and this is captured in the first term, \(\sigma^2\), in equation (2). In this section we propose to learn the variances of individual model predictions to account for both aleatoric and epistemic uncertainty. In practice, we learn \(\hat{\sigma}_s^2(x)\) to approximate \((y - f_s(x))^2\). This is not the variance exactly, but equals the variance of the label noise if \(\hat{f}_s = f_s\).

The original MSE loss is only dependent on predicted means \(f_s(x)\), and assumes the same \(\sigma^2\) for all data points. This is not true, especially across subjects, because both \(x\), the facial expression of pain, and \(y\), the self-rated pain level VAS, are quite different across subjects. In other words, for different subjects, \((x, y)\) data are in different domains. Our variance prediction model is able to predict such uncertainty due to domain shift and use this in determining parameters for the ensemble model. For example, if a video is quite similar to training subject 1, and completely different from training subject 2, then the pain score prediction from the model trained on subject 1 should have smaller \(\sigma^2\) (and hence a higher ensemble weighting) for this sample than the model trained on subject 2, meaning this sample is out-of-distribution for the subject 2 model and prediction from the subject 1 model is more trustworthy.

The OLC model in section II-A can’t do this because the optimal weight in equation (4) is only dependent on training samples. We bring in \(\hat{\sigma}_s^2(x)\) which also depends on the test input \(x\) to predict the best weighting in the ensemble model for individual test samples.

We propose a new loss function which applies Tikhonov regularization to integrate predicted variance in personalized models:

\[
Loss(\hat{f}) = (y - \hat{f})^2 + \beta \hat{\sigma}^2
\]  

(5)

where

\[
\hat{f} = \sum_s \alpha_s \hat{f}_s = a^T \hat{f}, \quad \text{and} \quad \hat{\sigma}^2 = var(\hat{\epsilon})
\]

\(a = [\alpha_s]\) is the weight vector, \(\hat{f} = [\hat{f}_s(x)]\) is the input vector, and

\(\Sigma = diag(\hat{\sigma}_s^2(x))\)

(6)

is a diagonal matrix where the learned variances are on the diagonal.

So the loss (5) can be expressed as

\[
Loss(\hat{f}) = a^T (\Omega + \beta \Sigma) a
\]  

(7)

The first term is the MSE of the final prediction. It finds individual models that generalize well on the whole data distribution, and the MSE matrix \(\Omega\) is the same \(\Omega\) in equation (4), learned on the training data. The second term on the other hand looks for models performing better especially for the current video, and is different for each sample. At test
time, the ensemble model will calculate the optimal weights $a$ for the loss above using the same method as in section II-A, using $\Omega$ learned from training data and $\Sigma$ arising from the variance prediction model (6).

The optimal weight vector is determined by the following equation:

$$\hat{a} = \frac{(\Omega + \Sigma)^{-1} 1}{1^T (\Omega + \Sigma)^{-1} 1}$$

where the optimal $\hat{a}$ is dependent on the input as $\Sigma$ is.

C. Ensemble using Predicted Error

In the analysis above we ignored the correlation between the errors in individual model outputs. It may not be true that the errors are independent, so in this section we generalize the method above to consider correlations between errors in different personalized model predictions.

Instead of learning $\sigma_y^2(x)$, we use the same neural network structure as $f_s(x)$ to predict $\hat{\varepsilon}_s(x)$ which approximates $y - \hat{f}_s(x)$. This allows us to calculate the covariance matrix

$$\Sigma = [\sigma_{ij}] = [\varepsilon_i \varepsilon_j]$$

of the multivariate prediction. To take covariance in prediction noise into consideration, we replace $\Sigma$ in section II-B (6) by (9).

III. EXPERIMENTS

A. Dataset

We developed our model based on the widely used UNBC-McMaster Shoulder Pain dataset [16] which was collected in accordance with the ethical standards and approval of the Institutional review board. It includes facial videos of participants suffering from shoulder pain while performing a series of active and passive range-of-motion tests to their

Algorithm 1: Pain Estimation Model Training

Data: $D = (X,Y)$, $D_s$ = data from subject $s$

Result: Model to predict $y \in Y$ given $x \in X$

/* Train Stage-1 personalized models */

for $s$ in training subjects do

| train $S1_s$ using $D_s$
| get predictions $S1_s(x)$
end

/* Ensemble learning on Stage1 predictions */

Over $D_{train}$, learn $a_s$ to minimize the MSE of $S1(x) = \sum_s a_s S1_s(x)$

for $x$ in $D$ do

| get predictions $S1(x)$
end

/* Train Stage-2 personalized models */

for $s$ in training subjects do

| train $S2_s$ using $D_s$
| get predictions $S2_s(S1(x))$
end

/* Ensemble learning on Stage2 predictions */

Over $D_{training}$, learn error matrix to minimize the input dependent loss

Fig. 2: Stage 1 model structure. $S1$ and $S1_s$’s have a similar structure to VGG16 [15]. They are trained to predict PSPI and AUs. In our model $S1_s$ is trained with subject $s$, and OLC parameters are learned to combine predictions from individual models to get a better ensemble PSPI prediction.
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Fig. 3: Stage 2 model structure using individual models. The baseline model uses OLC to combine four pain scores, and we use OLC to combine individual models, and then average the four scores to get the final estimation of VAS. $S2$ and $S2_s$ are fully-connected neural networks with one hidden layer [4].
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B. Algorithm, Model Training and Evaluation

Our model uses the EMTL model described in [4] as the baseline structure where Stage 1 fine-tunes a VGGFace network with the last layer replaced by a regression layer to predict frame-level PSPI and AUs from video frames, and Stage 2 uses a fully connected neural network to estimate sequence-level pain scores using 9 statistics of predicted PSPI from Stage 1. The difference between our model and the EMTL model is shown in Figures 2, 3 and 4.

The training algorithm of our pain estimation model is shown in Algorithm 1. Implementation details such as image pre-processing and optimization methods are the same as [4].

Following [4], we performed 5-fold cross validation with each fold consisting of 5 subjects. We used the same training/test splits for all stages in each iteration. One of the 4 training folds is randomly selected as the validation set during neural network training. After 5 iterations, we concatenated all the test samples and calculated the Mean Absolute Error (MAE), Mean Squared Error (MSE), Intra-class Correlation Coefficient (ICC) and Pearson Correlation Coefficient (PCC).

For all models, we report mean and standard deviation of MAE, MSE, ICC and PCC over 5 separate runs of 5-fold cross validation.

C. Frame-level Pain using Individual Models

For the first stage, we train an individual VGGFace model for each subject. We didn’t train from scratch but instead trained a Stage 1 model using all training subjects, and then fine-tuned it for 10 epochs using data from each subject to get the individual model for this subject. The model structure is shown in Figure 2.

The performance of individual models on their own subject’s data is good. The training accuracy of individual models are higher on their own data than the training accuracy of the model trained on all subjects. But the test accuracy on subjects not used for training is lower for individual models. This is as expected because individual models can learn personalized distributions better, but won’t work so well when used for other subjects.

We apply the optimal linear combination to individually trained models in section II-A to Stage 1, and show better performance on PSPI prediction (Table I) and most AU predictions (Figure 5). We didn’t use variance of S1 predictions based on inputs because the validation error of learning \( \hat{\sigma}^2 \) or \( \hat{\epsilon} \) didn’t decrease while training.

D. Sequence-level Pain using Individual Models

After getting predictions of PSPI, we train individual Stage 2 models to predict VAS. The model structure is shown in Figure 3. The VAS prediction performance of the models is shown in Table II.

The first row is the original model proposed in [4], and is the previous state-of-the-art. The second row uses personalized models for Stage 1, as described in section III-C, and Stage 2 remains the same except using PSPI predictions learned with optimal linear combination on individual

affected and unaffected limbs on two separate occasions. The dataset has 25 subjects, 200 videos and 48,398 frames of size 320 x 240 pixels in total.

We run all our experiments on a single GPU (NVIDIA Titan V). It takes about 2 hours to train each individual S1 model on approximately 2000 frames.

The dataset has two types of labels: frame-level labels and sequence-level labels. Frame-level labels include 66 AAM landmarks, 11 facial action unit (AU) [17] intensities and 1 PSPI [2] score. In the first stage of our model, we train individual models to predict PSPI as well as AUs.

Sequence-level labels include the gold standard self-rating VAS pain score ranging from 0-10, as well as three other pain ratings: OPR (Observers Pain Rating - An estimate of the VAS given by a human observer of the video) 0-5, AFF (Affective-motivational scale) 0-15 and SEN (Sensory Scale) 0-15. The AFF and SEN measures are designed to separate the emotional and sensory aspects of pain. Their properties are discussed in more detail in [18], [19].
predictions. The performance is better than the first row, showing that learning models tuned to individual faces and combining the outputs with OLC at Stage 1 helps both PSPI prediction and V AS prediction.

The third row uses PSPI predictions based on OLC, as well as individual models in Stage 2 and OLC on top of individual V AS predictions. The performance is further improved. For Stage 2 individual models, each model is trained from scratch on one training subject. This shows that, even without uncertainty estimation, learning individual models and running ensemble learning on top of the individual predictions can improve the performance of the model on unseen test subjects significantly.

In Figure 6(a) we take one fold in one iteration as an example, and plot the MAE of each individual model on each test subject. We can see that although clearly some subjects are generally good as training or test subjects, there are significant differences across subjects, e.g., subject 049 is easy to predict as a test subject, but its performance using the training subject 066 is not as good as subject 106 which is not performing as well using other training subjects. For some of the test subjects, such as subjects 048 and 121, the MAE varies a lot across training models.

It is also not true that a training subject always performs

### TABLE I: Frame-level PSPI Prediction

<table>
<thead>
<tr>
<th>Stage 1 Model</th>
<th>MAE</th>
<th>MSE</th>
<th>ICC</th>
<th>PCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>0.80 ± 0.07</td>
<td>1.53 ± 0.14</td>
<td>0.47 ± 0.04</td>
<td>0.49 ± 0.04</td>
</tr>
<tr>
<td>Personalized</td>
<td>0.63 ± 0.05</td>
<td>1.28 ± 0.11</td>
<td>0.45 ± 0.05</td>
<td>0.50 ± 0.05</td>
</tr>
</tbody>
</table>

### TABLE II: Sequence-level V AS Prediction

<table>
<thead>
<tr>
<th>Stage 1 Model</th>
<th>Stage 2 Model</th>
<th>MAE</th>
<th>MSE</th>
<th>ICC</th>
<th>PCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline [4]</td>
<td>Baseline [4]</td>
<td>1.95 ± 0.06</td>
<td>5.90 ± 0.23</td>
<td>0.43 ± 0.03</td>
<td>0.55 ± 0.03</td>
</tr>
<tr>
<td>Personalized</td>
<td>Personalized</td>
<td>1.88 ± 0.07</td>
<td>5.70 ± 0.47</td>
<td>0.50 ± 0.04</td>
<td>0.57 ± 0.04</td>
</tr>
<tr>
<td>Personalized</td>
<td>Personalized, reg-variance [Eq.(6)]</td>
<td>1.88 ± 0.07</td>
<td>5.58 ± 0.37</td>
<td>0.49 ± 0.04</td>
<td>0.59 ± 0.04</td>
</tr>
<tr>
<td>Personalized</td>
<td>Personalized, reg-error [Eq.(9)]</td>
<td>1.88 ± 0.07</td>
<td>5.57 ± 0.37</td>
<td>0.50 ± 0.04</td>
<td>0.59 ± 0.04</td>
</tr>
</tbody>
</table>

Fig. 6: Personalized Model MSE of V AS on Individuals. Actual (a) and Predicted (b)

Fig. 7: Personalized Model Mean Error of V AS on Individuals. Actual (a) and Predicted (b)
the best on itself. We don’t see a clear diagonal pattern in the square on the right side where the test subjects are in the same order as the training subjects. For example, subject 115 performs better on models trained with subject 047 and 096 than the model trained on itself.

E. Sequence-level Pain using Individual Models and Uncertainty Estimation

In this work, we use the same structure as the Stage 2 sequence-level prediction models to predict the error or variance of the predictions, and the final model is shown in Figure 4. For each personalized model \( f_s(x) \), we train additional models to predict \((y - f_s(x))^2 \) (var model), or \( y - f_s(x) \) (err model) using all training subjects. These models are denoted as \( \hat{\sigma}_s^2(x) \) and \( \hat{\epsilon}_s(x) \) respectively, and we refer to them as variance predictions and error predictions.

Figure 6 plots the average squared error \((y - f_s)^2\) and the average predicted squared error \( \hat{\sigma}_s^2 \) of each individual model on each test subject. For a test subject, we’d like the variance prediction models \( \hat{\sigma}_s^2 \) to be able to predict, from the training data, which training models will be more reliable on test data, and they successfully recognize such differences. For example, test subject 115 picks out training subjects 107 and 096 and 047 as having low mean squared error predictions, and would weigh them more using our input-dependent ensemble methods.

Similarly, Figure 7 plots the average (predicted) error. The error prediction models \( \hat{\epsilon}_s \) not only learn the reliability of different individual models \( f_s \), but also their bias, e.g. they learn that subject 066 is more stoic in facial expression of pain than his VAS score, whereas subject 107 tends to rate his VAS lower than shown in his facial expression.

We show performance using personalization with uncertainty estimations in the last two rows in Table II (regularization using variance/error). For the regularization methods, in practice with enough data, \( \beta \) can be fit using cross-validation. In this work we simply fix \( \beta = 1/|D_{training}| \).

The variance over cross-validation folds is large, resulting in relatively large standard deviations in the performance metrics. However, as the train-test cross-validation splits were identical across all models, more sensitive pairwise tests can be used to test for significant improvements in performance with the personalized approaches. Wilcoxon signed-rank one-sided tests indicated that MAE for each full personalized method is lower than the baseline method \((p < 0.0001)\). MSE for both data-dependent uncertainty estimation methods (last two rows in Table II) are lower than our personalized model without uncertainty estimation (row 3 in Table II) with \( p < 0.05 \).

IV. CONCLUSION

The relationship between perceived pain and facial expression of that pain is different for different people. In this work we addressed this issue by learning data-dependent personalized models. Personalization is performed at stage one acting on video frames and also at stage two predicting VAS from statistics of the PSPI measure. Uncertainty estimation is used at the second stage to adjust ensemble weights to improve performance on new subjects. Our method improves upon the non-personalized model on the UNBC-McMaster Shoulder Pain dataset and achieves the state-of-the-art performance.
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