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Abstract— We present a new dataset of food images that can 

be used to evaluate food recognition systems and dietary 

assessment systems. The Mediterranean Greek food -

MedGRFood dataset consists of food images from the 

Mediterranean cuisine, and mainly from the Greek cuisine. The 

dataset contains 42,880 food images belonging to 132 food classes 

which have been collected from the web. Based on the 

EfficientNet family of convolutional neural networks, 

specifically the EfficientNetB2, we propose a new deep learning 

schema that achieves 83.4% top-1 accuracy and 97.8% top-5 

accuracy in the MedGRFood dataset for food recognition. This 

schema includes the use of the fine tuning, transfer learning and 

data augmentation technique. 

I. INTRODUCTION 

The modern way of life and its ever more faster rhythms 

make it difficult for most people to adopt a daily healthy diet. 

It is a fact that people nowadays consume more and more 

foods high in calories and high in fats. This results in a steady 

increase in unhealthy eating related diseases, such as obesity, 

diabetes, and cardiovascular disease. Worldwide obesity has 

reached epidemic proportions, with 2.8 million people dying 

each year from being overweight or obese. Although 

associated with high-income countries, obesity is now 

prevalent in low- and middle-income countries. The number 

of obese people has almost tripled since 1975. Moreover, 38 

million children under the age of five were overweight or 

obese in 2019 [1]. Diabetes has become a common disease of 

the modern way of life and is considered a metabolic disorder 

that causes high levels of blood sugar. There are two main 

types of diabetes: Type 1 which is characterized by a lack of 

insulin and Type 2, which characterized by the body’s insulin 

resistance [2]. Today about 463 million adults live with 

diabetes, while this number is expected to raise to 700 million 

in 2045. To date, diabetes is estimated to have caused 4.2 

million deaths globally [3]. Cardiovascular diseases (CVDs) 

are a group of disorders of the heart and blood vessels, and 

are the number one cause of death worldwide. The number of 

deaths from CVDs has increased from 2 million in 2000 to 

almost 9 million in 2019. CVDs account for 16% of all deaths 

from all causes [4]. Α common factor that can affect the 

prevention and treatment of the above diseases is the 

management of the daily diet. 
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Today, the progress in the field of artificial intelligence 

(AI) and computer vision enables individuals to monitor their 

diet on a daily basis, through the usage of appropriate 

applications. Recent studies have shown that AI applications 

are more popular among users, compared to traditional 

methods of recording nutritional composition. Important 

components of these applications are the food image dataset, 

as well as the food image recognition system. A dataset of 

food images consisting of many and quality images, is 

essential for the use of deep learning techniques in food image 

recognition. Food recognition systems are responsible for 

identifying food through an image, that can be captured via a 

smart device, such as a smartphone. 

There are many food image datasets that are used either 

for food image recognition systems or for their evaluation. 

These datasets are distinguished by the total number of 

images, the number of food classes, the type of cuisine as well 

as the source of obtaining the images. For example, 

ChineseFoodNet [5] represents the Chinese cuisine, while 

FFoCat [6] refers to Mediterranean cuisine. The PFID dataset 

[7], on the other hand, consists of 61 classes of food with a 

total number of 1,098 images, captured in fast-food 

restaurants, while NutriNet [8] contains 225,953 food images 

belonging to 520 classes downloaded from the web. Large 

food image databases, such as Food-101 [9], UEC-Food100 

[10], VIREO Food-172 [11] and UEC-Food256 [12] are used 

to evaluate deep learning models. 

Food recognition is an important step in dietary 

assessment systems and is responsible for the correct 

identification of the image of food entering the system. The 

existing food recognition techniques can be divided into: (i) 

traditional machine learning techniques, and (ii) deep learning 

techniques. In addition, top-1 and top-5 accuracy metrics are 

used to evaluate food image recognition methods. Top 1 

accuracy is the accuracy where true class matches with the 

most probable classes predicted by the model, while top 5 

accuracy is the accuracy where true class matches with any 

one of the 5 most probable classes predicted by the model. In 

traditional machine learning approaches, a feature extractor, 

such as scale invariant feature transform (SIFT) [13] or speed-

up robust features (SURF) [14], is selected and then the 
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extracted features are into to a classifier for training the 

prediction model using machine learning algorithms, such as 

support vector machine (SVM) [15] or random forests (RF) 

[9], achieving top-1 accuracy 82.2% and 50.8% in its own and 

Food-101 dataset, respectively. 

In recent years, Deep Neural Networks (DNNs) and 

especially Convolutional Neural Networks (CNNs), have 

become the state-of-the-art method of image recognition. 

Compared to other image recognition methods, CNNs 

actually use little preprocessing. CNNs are used to extract 

features from images, through which the layers of the network 

learn, while the network is trained in a set of images. This 

feature makes DNNs ideal for computer vision tasks. There 

are many CNNs used to recognize food images that are either 

already built or built from scratch. For example, IG-GMAN 

[16], WISeR [17] and DenseFood [18] are networks that have 

been built from scratch and can achieve top-1 accuracy 

90.4%, 83.2% and 81.2% in datasets Food-101, UEC-

Food256 and VIREO-172, respectively. In addition, in many 

cases pre-trained CNNs are used, such as Inception V3 [19] 

or Vgg-16 [20] achieving top-1 accuracy 81.5% and 71.7% in 

UEC-Food100 and in its own dataset, respectively. 

In this study we present a new dataset of food images of 

Mediterranean cuisine, appropriate for food recognition 

systems. For its evaluation, first we use the fine-tuning deep 

learning model EfficientNet, applying the techniques of 

transfer learning and data augmentation. Then, we compare it 

with the same deep learning food recognition model, without 

the application of fine-tuning technique. 

II. MEDGRFOOD IMAGE DATASET 

The Mediterranean diet incorporates the traditional 

healthy habits of people from countries bordering the 

Mediterranean Sea. It varies by country and region, but the 

principal aspects of this diet include high consumption of 

olive oil, vegetables, legumes, fish and low consumption of 

meat products [21]. The Mediterranean diet is linked with 

good health and low risk for many diseases, such as obesity, 

diabetes and cardiovascular diseases [22]. Therefore, we 

created the MedGRFood dataset which consists of 

Mediterranean cuisine food images, which are divided into 11 

food groups, based on the Greek Food Composition Dataset 

by the Hellenic Health Foundation [23]. The food groups are 

the following: (i) Milk, dairy product or milk substitute, (ii) 

Egg or egg products, (iii) Meat or meat products, (iv) Seafood 

or related products, (v) Fat or oil, (vi) Grain or grain products, 

(vii) Nut, seed or kernel products, (viii) Vegetable or 

vegetable products, (ix) Fruit or fruit products, (x) Sugar or 

sugar products, and (xi) Miscellaneous food products. The 

dataset consists of 42,880 food images which belong to 132 

food classes. Most of the images have been collected from the 

web, while the rest have been taken under specific conditions, 

completing the required number of images per food class for 

a balanced dataset. The dataset contains some popular 

Mediterranean dishes, such as those shown in Fig. 1. The 

MedGRFood dataset is added to the existing datasets of food 

images, being a new food image dataset, with different food 

classes of current datasets, with quite high-resolution images, 

making it ideal for evaluating food images algorithms, but 

also for its use in dietary assessment systems. This is the first 

dataset of food images of Greek cuisine and one of the most 

representative food image datasets of the Mediterranean 

cuisine. 

III. FOOD RECOGNITION SYSTEM 

A. EfficientNet model 

To recognize food images we use a model from the 

EfficientNets family [24] as a base model. In EfficientNet a 

new scaling method is proposed (called compound scaling) to 

increase the model’s size in order to achieve maximum 

accuracy. The compound scaling method can be used to 

existing CNN architectures, such as the ResNet [25]. The 

previous CNN models follow the conventional approach of 

scaling the dimensions arbitrarily by adding more layers. In 

EfficientNet simultaneous and uniform scaling of dimensions 

is applied by a fixed amount, achieving much better 

performance. More specific, EfficientNets using a weighted 

scale of three-connected hyperparameters of the of the input 

model resolution, depth and width of the network in a 

principled way: 

 𝑑𝑒𝑝𝑡ℎ: 𝑑 = 𝛼𝜑  

 𝑤𝑖𝑑𝑡ℎ: 𝑤 = 𝛽𝜑 , (1) 

 𝑟𝑒𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛: 𝑟 = 𝛾𝜑 

Where φ, the compound coefficient, is a user defined global 

scaling factor that controls how many resources are available, 

while α, β, γ determine how these resources are allocated in 

depth, width and network resolution, respectively. When φ is 

set to 1, the base configuration is acquired the first version of 

EfficientNets models family, the EfficientNet-B0. Next, this 

configuration is used in a grid search to find the α, β and γ 

coefficients, that optimize the following equation, 

        

        

Fig. 1 Food images of the proposed MedGRFood dataset. From the left to right: cabbage rolls, dolmades, galaktoboureko, fava, Greek salad, imam 

bayildi, lamb fricassee, soutzoukakia, moussaka, pastitsio, pork souvlaki, rabbit stew with onions, pita gyro, ravani, shrimp saganaki and tzatziki. 
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under the constraint: 𝛼 ∙  𝛽2  ∙  𝛾2  ≈ 2 , 

 𝛼 ≥ 1, 𝛽 ≥ 1, 𝛾 ≥ 1 , (2) 

Once the coefficients α, β and γ are estimated, then the 

compound coefficient φ can be increased to get deeper but 

more accurate models. This is how the EfficientNet-B1 to 

EfficientNet-B7 models are constructed, with the integer at 

the end of the name indicating the value of compound 

coefficient. In this study we use the EfficientNet-B2 as base 

model for the recognition of food images. 

B. Transfer learning and fine-tuning 

Transfer learning is the improvement of learning in a new 

task, through the transfer of knowledge from a related task 

that has already been learned. The general intuition behind 

transfer learning to image recognition problems, is that by 

training a model in a large dataset it can be afterwards used 

effectively as a recognition model in a smaller dataset. We 

apply transfer learning in the base model, using the weights 

of pre-trained EfficientNet-B2 model in the ImageNet 

LSVRC-2012 dataset [26]. Knowing that features in CNNs 

are more generic in early layers (i.e., edge detection) and more 

specific to the original dataset at later layers, we take 

advantage of the generality and large number of ImageNet 

images, by transferring knowledge to our own task. 

Then we apply the fine-tuning technique: we unfreeze the 

last two blocks of layers in the base model, and we train it in 

MedGRFood dataset. Along with these layers, we also train 

the additional fully connected activation and drop-out layers 

by adapting the based model to our classification problem. In 

total we add three blocks of these layers. These additional 

layers further improve the performance of the model and 

prevent overfitting 

C. Data augmentation 

Data augmentation are techniques used to increase the 

amount and the diversity of training data (images), by adding 

slightly modified but realistic copies of already existing data. 

Data augmentation acta as a regularizer and helps to reduce 

overfitting when training a CNN model. Geometric 

transformations flipping, cropping, zooming and rotation 

techniques are applied to augment the number of training food 

images. 

D. Implementation 

We used the Anaconda environment with the python 

programming language to implement the CNN model. We 

also used the cuda toolkit, and the cudnn and tensorflow 

libraries, for model training through the Nvidia GeForce RTX 

3080 graphic processing unit. 

IV. RESULTS 

For the evaluation of food system recognition, we have 

constructed and trained two CNN models. In the proposed 

model the fine-tuning technique is used and in the second 

model the fine-tuning is not used. Table I presents the 

performance of the two models. We observe that in the 

proposed model we achieve 83.4 and 97.8% top-1 and top-5 

accuracy, respectively. In the second model we achieve 78.9 

and 95.9% top-1 and top-5 accuracy, respectively. In addition, 

there is a difference in the value of loss, in the training time 

of each step (millisecond/step) and in the number of total 

parameters which are created. The results clearly show that 

the fine-tuning technique improves the performance of a CNN 

food recognition model. The total number of parameters 

created between the two models is high, which requires more 

training time for the first model. Nevertheless, the 

improvement of the model accuracy and the reduction of the 

loss value, make the CNN model with fine-tuning technique 

a better choice for food image classification problems. Τop-1 

accuracy of fine-tuning model is very good, considering that 

in MedGRFood dataset there are several foods which may 

have a similar appearance (i.e., pastitsio, moussaka, 

papoutsakia, pasta pie, cheese pie, spinach pie and more), 

making the correct classification of foods difficult. The fact 

that several foods look alike is shown by the top-5 accuracy, 

which has an excellent value, and is one of the best top-5 

values according to the literature. The top-1 accuracy, top-5 

accuracy and loss curves are presented in Fig. 2. The model 

has been trained for 250 epochs using the stochastic gradient 

descent (SGD) optimizer. Moreover, we choose a scaled 

learning rate, with an initial value of 0.0001 and for activation 

function we use the Swish [27]. 

V. DISCUSSION AND CONCLUSION 

In food image datasets, the use of deep learning techniques 

for food recognition, required the development of datasets 

with a large number of images for each food class. However, 

the existing databases are limited to the number of food 

classes, depending on the dietary habits of the dataset 

constructor. Furthermore, the quality of the images affects 

either positively or negatively the performance of recognition 

systems, so it is equally important that the food image 

database contains high-resolution images. The MedGRFood 

image dataset is a first step towards the creation of a complete 

dataset of food images according to the Greek Food 

Composition Dataset by the Hellenic Health Foundation, 

representing Mediterranean cuisine. Expanding the dataset, 

with the addition of images from missing foods classes, is the 

next step in completing it. 

By using the new deep learning model EfficientNetB2 for 

food image recognition, and by applying the fine tuning, 

transfer learning and data augmentation techniques, we 

achieved 83.4 and 97.8% top-1 and top-5 accuracy 

respectively, in the MedGRFood food image dataset. 

EfficientNet is a model that performs better, compared to 

previous CNN image classification models. In addition, the 

computational cost, as well as the time required to train the 

model based on EfficientNet is significantly lower. In this 

study we prove the significance of pre-trained CNN models 

and of the fine-tuning technique, as both the top-1 and top-5 

TABLE I. MODEL PERFORMANCE WITH AND WITHOUT FINE TUNING  

Model 

Top-1 

accuracy 

(%) 

To-5 

accuracy 

(%) 

Loss 

Training 

time 

(ms/step) 

Number of 

parameters 

(x106) 

Fine tuning 83.4 97.8 0.65 400 300.988 

Without 

fine tuning 
78.9 95.9 0.72 370 16.116 
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accuracy were improved, compared to equally deep learning 

model. It is noteworthy to mention that the required training 

time does not differ significantly between the two models.  

To sum up, we presented a new food image dataset and we 

proposed a deep learning schema for food image 

classification. We combined a pre-trained CNN model and 

applied fine-tuning, transfer learning and data augmentation 

techniques to improve classification results in a food 

recognition model. Compared to the classification model 

without fine-tuning technique, we achieved a 4.5% 

improvement in top-1 accuracy, 1.9% improvement in top-5 

accuracy and significant reduction in the loss index. 
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 Fig. 2 Top-1 accuracy, top-5 accuracy and loss curves for EfficientNetB2 fine-tuning model. 
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