
 

 

 

  

Abstract— Sensory substitution devices (SSDs) such as the 

‘vOICe’ preserve visual information in sound by turning visual 

height, brightness, and laterality into auditory pitch, volume, 

and panning/time respectively. However, users have difficulty 

identifying or tracking multiple simultaneously presented tones 

– a skill necessary to discriminate the upper and lower edges of 

object shapes. We explore how these deficits can be addressed by 

using image-sonifications inspired by auditory scene analysis 

(ASA). Here, sighted subjects (N=25) of varying musical 

experience listened to, and then reconstructed, complex shapes 

consisting of simultaneously presented upper and lower lines. 

Complex shapes were sonified using the vOICe, with either the 

upper and lower lines varying only in pitch (i.e. the vOICe’s 

‘unaltered’ default settings), or with one line degraded to alter 

its auditory timbre or volume. Results found that overall 

performance increased with subjects’ years of prior musical 

experience. ANOVAs revealed that both sonification style and 

musical experience significantly affected performance, but with 

no interaction effect between them. Compared to the vOICe’s 

‘unaltered’ pitch-height mapping, subjects had significantly 

better image-reconstruction abilities when the lower line was 

altered via timbre or volume-modulation. By contrast, altering 

the upper line only helped users identify the unaltered lower line. 

In conclusion, adding ASA principles to vision-to-audio SSDs 

boosts subjects’ image-reconstruction abilities, even if this also 

reduces total task-relevant information. Future SSDs should 

seek to exploit these findings to enhance both novice user 

abilities and the use of SSDs as visual rehabilitation tools. 

I. INTRODUCTION 

Sensory substitution devices (SSDs) are a form of assistive 
technology that can convert the visual features of images into 
abstract patterns of auditory or tactile stimulation, allowing 
this visual information to remain accessible to the blind. For 
example, the ‘vOICe’ (1992, seeingwithsound.com) converts 
a greyscale image into electronic tones once per second by 
turning visual height, brightness, and laterality into auditory 
pitch, volume, and panning/time respectively [1] (Figure 1, top 
image). From this, sonifying a ‘V’-shape would produce a 
high-pitched tone that rapidly descends and then ascends in 
pitch, travelling from left to right. This approach accurately 
preserves a high level of visual detail in sound as illustrated 
using spectrograms (Figure 1, bottom image), allowing users 
to mentally reconstruct the image, and use this information to 
interact with the visual world [2]. By conveying the rules that 
govern vision, blind(folded) users can continue to experience 
visual perspective, occlusion, and contrast [3], albeit through 
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sound. Users can discriminate and recognise a wide variety of 
objects using sound [4], and use their knowledge of the image-
sound conversion rules to correctly identify new objects and 
describe their unique features [5].  

 
Figure 1. Top image shows how the ‘vOICe’ converts images into sound 
by converting visual height into pitch, laterality into panning/time, and 
brightness into volume. Bottom image shows how the details of the 
original image are preserved in the resulting sound using a spectrogram. 

Visual assistive technologies not only need to preserve 
information on a technical level, but also convey it to the end 
user on a perceptual level. The result is the user’s functional 
resolution. This is commonly assessed via visual acuity 
testing. For auditory SSDs, congenitally blind users with ~70 
hours of training have been able to reach a ‘visual’ acuity of 
up to 20/200 [6], matching the World Health Organization 
threshold for legal blindness. This outperforms current visual 
prosthesis competitors, including stimulation of the retina 
(Argus II 20/1262 [7]; Alpha-IMS 20/546 [8]; Alpha-AMS 
20/500 [9]; MPDA 20/1000 [10]; PRIMA 20/460 [11]), 
cortical surface (Dobelle-Implant 20/1200 [12]), or tongue 
(TDU 20/860 [13]; BrainPort 20/5500 [14]). Auditory SSDs 
also used a wider field of view (66°) than the BrainPort (44°) 
or other alternatives (<20° or not reported), and as such a direct 
comparison of these results underestimates the current 
superior visual acuity of auditory SSDs. 

While auditory SSDs have the highest ‘visual’ acuities to 
date, users show a variety of deficits when reconstructing 
complex images from sound. Prior research with the vOICe 
has shown that the ability to identify, count, and track multiple 
tones is a specific source of difficulty for users. Stiles and 
Shimojo [15] showed that while subjects were good at 
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discriminating the number and thickness of vertical lines 
denoted through the timing of noise bursts, they were at chance 
level with discriminating parallel horizontal lines which 
requires counting the number of frequency bands within a 
complex sound. Brown and colleagues [16] also explored user 
abilities when discriminating parallel horizontal lines, 
showing that dissonance helped separate out lines that were 
otherwise masked by harmonics, and that performance 
improved as the frequency difference between the lines 
increased. Brown and Proulx [17] showed that sonifying the 
top half, and then bottom half of an object silhouette was easier 
for subjects than sonifying the full silhouette twice, despite the 
reduction in task-relevant information. This allowed subjects 
to concentrate on the higher, and then lower, pitch-changes in 
isolation before mentally reconstructing the shape. However, 
this approach doubles sonification time, and as the stimuli did 
not vary systematically, this obscures pinpointing user deficits. 
Another study using the EyeMusic found that an E-orientation 
visual acuity task was easier when the back of an ‘E’ was 
represented by a different color/timbre to its protrusions [18]. 
However, it is unclear whether this higher ‘visual’ acuity is 
due to the additional selectively applied color information, 
allowing the task to be solved at spatial resolutions too low to 
fully represent the ‘E’ optotype, or whether this is due to the 
additional auditory variation. It is also not clear whether users 
are mentally reconstructing these ‘E’ optotypes or listening for 
specific audio cues - e.g. whether the timbre for the E’s ‘back’ 
was the first, last, lowest, or highest pitch. Relative to all prior 
approaches, our method seeks to be systematic and necessitate 
mental reconstruction to solve the task, while also being novel 
in contrasting informational gain against auditory variation. 

Across these examples, performance appears to improve 
when the soundscape is perceptually segmented for the user – 
through either intermittent silence, dissonance, frequency-
distance, timbre, or isolating higher/lower frequencies in the 
soundscape. This pattern of findings corresponds well with 
what would be expected by auditory scene analysis (ASA). 
This describes the grouping principles that explain how a 
complex auditory soundscape is perceptually segmented into 
distinct auditory streams. For example, specific notes within a 
musical piece can be grouped off into a different auditory 
stream if only those notes become similar on one or more 
auditory factors (e.g. spatial position, frequency-range, 
volume-modulation, or timbre). From this, listeners can then 
attend to, or suppress, specific auditory streams [19]. This 
allows listeners to isolate a specific auditory stream and track 
its pitch-contours (rises and falls), which in the case of 
auditory SSDs like the vOICe, communicate the visual 
contours essential for shape reconstruction. For horizontal 
lines differing in height, the vOICe’s pitch-height mapping 
only allows listeners to separate out the lines via their pitch-
differences. However, it has not yet been evaluated whether 
adding ASA techniques such as timbre or volume-modulation 
to image-sonification may help users to perceptually separate 
out lines differing in height. In the present experiment, we 
show how utilising these ASA techniques can affect vOICe 
users’ ability to reconstruct complex shapes. 

II. METHODS 

A. Experimental Protocol 

Subjects. Twenty-five sighted subjects (14 female, age= 

35.28±13.48 years) were tested for 2 hours at NYU Langone 

Health after providing informed consent. All experiments 

were approved by the NYU Langone Health Institutional 

Review Board.  

Materials. Visual Images – The complex shapes consisted 

of an upper line and a lower line. Travelling left-to-right, the 

line could ‘rise-then-fall’, ‘fall’, ‘stay steady’, ‘rise’, or ‘fall-

then-rise’ (Figure 2, left image). These 5 types of upper lines 

and 5 types of lower lines create 25 complex shapes in total. 

Both lines span the same length on the X-axis, making their 

audio onsets/offsets the same, and each line that rises/falls 

does so within the same Y-axis/frequency range as their 

alternative choices in the task. This should evoke difficulties 

observed in prior studies [15-17], standardize shapes, and 

avoid cues so that listeners must mentally reconstruct the 

shape to solve the task. The altered sonification styles were 

created by applying a visual filter to the upper or lower line, 

prior to sonification by the vOICe. This was done to either 

randomly degrade the line using visual noise, which creates a 

‘whistling’-like timbral sound, or have black vertical lines 

applied to rapidly modulate volume (Figure 2, right image).  

Audio – All images were sonified by the vOICe v. 1.94, 

with a vertical resolution of 64 pixels (frequency range: 500-

5,000Hz; exponential scaling), a horizontal resolution of 176 

pixels, played over 2 seconds, with the scan line and 

spatialization travelling from left-to-right. Audio was output 

at a 44,100Hz sampling rate (32-bit) in the wav file format.   
PsychoPy v3.0 [20] was used to present visual and audio 

stimuli and to record subject responses on a Microsoft Surface 
Book 15-inch laptop (60Hz screen refresh rate), with audio 
delivered via TaoTronics TT-BH060 noise-cancelling over-
ear headphones connected via a 3.5mm jack. Volume was 
adjusted to comfortable listening levels for each subject. 
During training and feedback, subjects only saw the solid 
white ‘unaltered’ lines, irrespective of the sonification style. 

 

Figure 2. Left image shows the trial order of the complex-shape 

reconstruction task. Users hear a sonified complex shape 3 times (500ms 

inter-stimulus interval - ISI), and answer what the upper and lower lines 

were in two sequential 5-AFC tasks. Feedback includes their answer, and 

the correct shape/sonification. Right image shows how the different 

sonification styles were created by altering the complex shapes prior to 

sonification with the vOICe.  

Procedure. Subjects learnt the vOICe’s image-sonification 
algorithm, including how each pixel’s height, brightness, and 
laterality are converted into pitch, volume, and panning/time. 
Subjects were not blindfolded as no visual information that 
could assist subject performance was given during trials. 

Single Lines (exposure, training trials). Here subjects 
saw/listened to each of the 5 potential upper lines in isolation 
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and were asked to track how the pitch rose or fell with the 
visual shape. This was followed by 5 practice trials in which 
subjects heard a randomly selected line and matched it to its 
visual shape in a 5 alternative forced choice task (5-AFC). 
Audio feedback was given for correct/incorrect responses. 
This process was repeated for the 5 lower lines in isolation. 
This training was repeated if subjects had a low score (≤3/5).   

Complex Shapes (exposure, training trials, formal trials). 
Subjects then received three visual/audio presentations for 
each of 5 randomly selected complex shapes. They were asked 
to perceptually separate out the upper and lower lines in order 
to track each line’s pitch-changes. This was followed by 5 
practice trials, with subjects hearing a randomly selected 
complex shape 3 times (with visual text directing the subject’s 
attention to the shape, upper line, and then the lower line). 
Subjects then attempted to reconstruct the sonified-shape via 
two sequential 5-AFC tasks, first on the upper-line, and then 
lower-line. Visual feedback showed their answer and the 
correct answer, as well as its sonification. The 25 formal trials 
followed this procedure, with each of the 25 possible complex 
shapes presented in a random order (Figure 2). During the 
tasks, subjects could draw the shapes (e.g. pen and paper, ‘in 
the air’). This kept the task focused on perceptual 
discrimination rather than memory retention.  After the formal 
trials, subjects were told their overall score, as well as their 
percentage of correctly identified upper and lower lines. This 
entire procedure (single lines, complex shapes) was conducted 
for each of the five image-sonification styles (Figure 2) in a 
repeated measures design. These were presented in a stratified-
random order (The vOICe unaltered, upper-line timbre, upper-
line volume-modulation; lower-line timbre, lower-line 
volume-modulation), and counter-balanced across subjects. 
Analysis was done with IBM SPSS v. 26.  

III. RESULTS 

Subjects had an image-reconstruction score counting how 
many times they correctly identified both the upper and lower 
lines of a sonified complex-shape image, and proportion 
correct scores for the upper and lower lines.  

There was a high level of individual variation in subjects’ 
average image-reconstruction scores, with a linear regression 
revealing that 23.6% of this variation is explained by prior 
musical experience, F(1,23)=7.09, p=.014 (Figure 3). This 
predicts that subjects with no musical experience will score 
6.58/25, and that for every additional year of musical 
experience their score would increase by 0.86.  

 
Figure 3. Regression line showing how additional years of musical 
experience increase subjects’ average image reconstruction scores. 

When subjects were categorised into musically experienced 
(years ≥3) or not, a 2 (background: musical, non-musical) by 
5 (sonification style) mixed ANOVA reveals that there is a 
significant main effect of sonification style, 
F(2.51,37.61)=5.00, p=.008, ηp

2=.250, with Bonferroni-
corrected post-hoc tests revealing that only the timbre-
modified lower line significantly outperformed the unaltered 
vOICe (p=.013) (Figure 4). There was a significant main effect 
of musical experience, F(1,15)=5.58, p=.032, ηp

2=.271, with 
the musically-experienced (mean score=15.02±2.29 SEM) 
doubling the number of correctly reconstructed shapes to those 
without (mean score=7.15±2.43 SEM). However there is no 
interaction effect between sonification style and musical 
experience, F(2.51, 37.61)=0.73, p=.519, ηp

2=.046, indicating 
that prior musical experience confers a pure advantage in 
reconstructing complex shapes for all sonification styles. 

 
Figure 4. Effects of sonification style and musical experience on image-
reconstruction scores. Both sonification style and musical experience 
significantly affected performance, with no interaction effect between the 
two. Post-hoc tests revealed altering the lower-line’s timbre significantly 
outperformed the unaltered vOICe. Key: *=p<.05, error bars=±1SEM.  

To account for the large variations in individual 
performance, we subtracted the score for the unaltered vOICe 
from each alternative sonification style and ran a series of 
Bonferroni-corrected one-sample t-tests. This revealed that the 
unaltered vOICe was significantly outperformed when the 
lower line was modified by timbre, t(17)=4.06, p=.004, mean 
difference=4.06±1.00 SEM, or by volume-modulation, 
t(16)=2.98, p=.036, mean difference=3.24±1.09 SEM. No 
performance changes occurred from altering the upper line via 
timbre or volume-modulation (all p’s>.05) (Figure 5).  

 
Figure 5. Mean-difference scores between the vOICe unaltered (denoted 
by the dotted line), and alternative sonification styles. This revealed that 
despite variations in user abilities, differentiating the lower line via timbre 
or volume-modulation significantly improved the subject’s image-
reconstruction scores. Key: *=p<.05, **=p<.01, error bars=±1SEM. 
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To explore subject performance on individual lines, a 2 
(line: upper, lower) by 5 (sonification style) repeated measures 
ANOVA was conducted, revealing that there was a significant 
main effect of sonification style,  F(2.41,38.60)=3.12, p=.047, 
ηp

2=.163, with no significant post-hocs after Bonferroni-
correction. There was no significant main effect of line, 
F(1,16)=2.71, p=.119, ηp

2=.145, indicating that overall, the 
upper and lower lines were equally difficult for subjects to 
discriminate. However, there was a significant interaction 
between sonification style and line, F(2.35,37.64)=3.47, 
p=.035, ηp

2=.178, indicating a differing difficulty for lines 
across sonification styles. Bonferroni-corrected paired 
comparisons between the upper- and lower-line scores for each 
sonification style revealed that subjects had significantly 
higher performance for the lower lines when the upper line was 
modified by timbre t(24)=-3.23, p=.018, d=0.38, or volume-
modulation t(24)=-2.91, p=.038, d=0.37 (Figure 6). 

 
Figure 6. Proportion of upper and lower lines correctly identified by 
subjects. A series of Bonferroni-corrected pairwise comparisons between 
upper- and lower-line scores for each image-sonification style revealed 
that when the upper line was modified using either timbre or volume-
modulation, subjects had a significantly higher performance for the 
unaltered lower line. Key: *=p<.05, error bars=±1SEM. 

IV. CONCLUSION 

We show that SSD user performance is enhanced by both 
years of prior musical experience, and image sonifications that 
use additional ASA principles, specifically in lower regions / 
frequencies. These improvements occurred despite reductions 
in task-relevant information from degrading the visual signal. 
These results suggest that SSD designs should focus on 
auditory discriminability to improve performance, rather than 
increasing the visual information available [21]. These ASA-
inspired sonifications can be directly implemented into related 
SSDs like the SoundSight [22], which can sonify silhouettes 
from depth and thermal images. Boosting the abilities of 
novice users may help address the initial ‘frustrating’ learning 
phase reported by users, and in turn help facilitate longer-term 
adoption [23]. Future research should look to confirm these 
benefits for blind SSD users and develop image-sonifications 
that do not rely on pitch-discrimination to assist users who are 
non-musical or insensitive to certain frequencies. Finally, 
research should look to re-evaluate the image-sonification 
process to take advantage of how human listeners perceptually 
segment the auditory stream (as described by ASA) so that key 
visual features become more aurally salient. From this, SSDs 
could seek to go beyond the current 20/200 visual acuity 
barrier as well as enhance users’ initial image-reconstruction 
and comprehension abilities. 
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