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Abstract—We developed Carignan, a real-time calcium imaging software that can automatically detect activity patterns of neurons. Carignan can activate an external device when synchronized neural activity is detected in calcium imaging obtained by a one-photon (1p) miniscope. Combined with optogenetics, our software enables closed-loop experiments for investigating functions of specific types of neurons in the brain. In addition to making existing pattern detection algorithms run in real-time seamlessly, we developed a new classification module that distinguishes neurons from false-positives using deep learning. We used a combination of convolutional and recurrent neural networks to incorporate both spatial and temporal features in activity patterns. Our method performed better than existing neuron detection methods for false-positive neuron detection in terms of the F1 score. Using Carignan, experimenters can activate or suppress a group of neurons when specific neural activity is observed. Because the system uses a 1p miniscope, it can be used on the brain of a freely-moving animal, making it applicable to a wide range of experimental paradigms.

I. INTRODUCTION

The development of calcium imaging and optogenetics enabled a new approach to brain science. By sending a signal to the brain when a specific neural activity pattern is detected, scientists can now test hypotheses about the functionality of activity patterns [1]. There have been several implementations of systems that enable such experiments, but in most cases, they either detect only simple patterns or use a two-photon (2p) miniscope. 2p miniscopes are much larger than one-photon (1p) ones and also require to constrain animals. This can make it difficult to observe the long-term behavior of animals. Some studies such as [2] use a 2p miniscope to observe neural activity during sleep. However, the large size of the 2p miniscope is possibly hindering natural sleeping behaviors.

For behavior studies, 1p miniscopes are indispensable because of their small size. However, they have lower resolution and have difficulty in identifying neurons. To retrieve neural activity at high precision, they need to be combined with a sophisticated machine learning method. One approach to solving this problem is CalMAn [3], a widely-used open-source library that processes calcium imaging data. It extracts neural activity using constrained nonnegative matrix factorization (CNMF-E) [4]. We extend this approach further by developing an open-source real-time system that triggers an external device when a specific neural firing pattern is detected in the calcium imaging video. Such a system, together with optogenetics, enables closed-loop experiments where specific types of neurons are excited or inhibited when a firing pattern is observed.

One example that signifies the power of closed-loop experiments was conducted by Gridchyn et al. [5]. Using tetrodes and targeting CA1 neurons in the mouse hippocampus, they disrupted the reactivation of learning-related ensembles occurring after learning, which led to memory impairments. They used an online decoding method developed by Ciliberti et al. [6]. Grosenick et al. provided a good survey on closed-loop approaches, including ones using tetrodes, 2p, and 1p imaging [7].

Ghandour et al. showed that engram cells display repetitive ensemble activity after learning [8]. The function of ensemble reactivation can be potentially addressed with a closed-loop experiments.

To enable such experiments based on calcium imaging, we developed Carignan, a real-time calcium imaging software that automatically extracts synchronized activity of neurons and triggers an external device. Our system retrieves video streams from a 1p miniscope and detects synchronous neural activity patterns in real-time. When a pattern is detected, the system triggers a laser device, enabling a feedback loop. Using our system, experimenters can activate or suppress a group of neurons when specific neural activity is observed. Because the system uses a 1p miniscope, it can be used on the brain of a freely-moving animal, making it applicable to a wide range of experimental paradigms, such as in [9].

The main contributions of our work are as follows.

1) We developed Carignan, a fully open-source image processing software for real-time processing of calcium imaging data obtained from 1p or 2p miniscopes.
2) A new neuron extraction module that classifies neurons from background noise using a combination of convolutional and recurrent neural networks.
3) Real-time control device that is activated by neuron firing patterns.

II. RELATED WORK

A. One-photon imaging

There are currently two types of miniscopes used for observing neural activity; one-photon (1p) and two-photon
(2p). 2p miniscopes are larger in size and more expensive. 1p miniscopes are much smaller and less costly, but images obtained from 1p miniscopes tend to be unclear and are largely affected by background noise. Therefore, it is a common practice to process the images using a statistical algorithm for data cleansing. One example is CNMF-E developed by Zhou et al. [4] which extends a method using CNMF proposed by Pnevmatikakis et al. [10]. CNMF-E decomposes video into spatial and temporal components using non-negative matrix factorization. However, the output of CNMF-E usually contains many false-positives. For example, blood vessels are often classified as neurons.

There have been many studies that attempt to address this problem [11]. OnACID uses space correlation to remove false-positives [12]. CalmAn is an open-source Python implementation that uses a convolutional neural network (CNN) to identify false-positives [3]. CalmAn processes each frame separately and does not use the temporal dynamics of retrieved patterns. This approach is sufficient for images from a 2p miniscope. However, images from 1p miniscopes contain more noise, so the temporal dynamics need to be incorporated to achieve high precision. Tran et al. [13] did so by concatenating spatial footprints and temporal traces into feature vectors and inputting them into a conventional auto-ML method such as Auto-Sklearn [14] and TPOT [15]. We extend their approach by utilizing the temporal information more effectively using deep learning.

B. Image processing of calcium imaging data

There are many implementations of batch calcium imaging analysis [16], [17], [18], [19]. Programs that process in real-time have gradually become commonly used. Lee et al. implemented a system based on a data-flow framework that enables the replacement of modules [20]. Since their module for spatial component extraction was based on SimpleBlob-Detector in OpenCV, it is not effective enough for unclear images obtained from a 1p miniscope. The PCA/ICA-based method [21] proposed by Mukamel et al. is used in analysis software by Inscopix, Inc. However, since this analysis software is not open-source software, it was unsuitable for use in combination with external modules. In addition, this method did not have any special consideration for 1-photon images, which was inappropriate for our purposes.

Most batch CNMF algorithms are computationally intensive, but Friedrich et al. developed an efficient algorithm that can run in real-time [22], [23] using sparse non-negative deconvolution [24], [10]. CalmAn uses this algorithm, but its latest version could only process already-recorded video data. By extending CalmAn, we developed Carignan, an integrated system that processes calcium imaging data in real-time and triggers an external device when the system detected a specific neural activity pattern.

III. PROPOSED SYSTEM

Carignan’s system structure is summarized in Figure 1. We describe each part of the whole system in detail.

A. Miniscope

We used the UCLA-Miniscope V3 as our default 1p miniscope because, to the best of our knowledge, it is the only miniscope that is compatible with the USB Video class. This compatibility enables a smooth acquisition of a video stream from our application program implemented in Python. The user can adjust the gain, field-of-view (FOV), and frames-per-second (FPS) on a graphical user interface (GUI) included in our system. The system uses the VideoCapture class in OpenCV so that it can process already-recorded video as well.

Figure 2 shows an overview of processing calcium imaging data using our system.

B. Signal processing

This section describes the overall system. After setting up the aforementioned microscope, the system automatically acquires video frames at a set FPS and starts online CNMF-E analysis. During the frame-by-frame analysis, the system detects neural activity in the video captured by the microscope and can control external devices by triggering specific firing patterns. To specify the firing pattern, we need to record twice during the experiment as shown in Figure 1-A. During the first recording, we capture a video of a particular length and output the neurons’ spatial component and temporal trace. If a characteristic firing pattern is found in the spatial component and temporal trace, the user creates a pattern file, and the recording is done again. During the second recording, the user can perform a number of operations on the external device at times when neural activity corresponding to the pattern file occurs. In the following sections, we will describe the individual modules of online CNMF-E in detail as shown in Figure 1-B.

1) Initialization: We set the length of the video segment used for matrix decomposition to 500 frames. The number of frames must be more than 500 to detect false-positives. After performing motion correction, bare initialization [3] is used in our system’s initialization stage. This algorithm is used to estimate the background by performing CNMF repeatedly in short batches. The neurons detected in this stage are also selected through the false-positive detection module described below.

2) Motion correction: This system can use the same motion correction method and the same parameters as in the CalmAn implementation. However, since this system mainly handles 1p images, we set the gSig_filt parameter and apply a high-pass filter to eliminate the background’s effect as much as possible.

3) Source extraction: We use the OnACID implementation in CalmAn, which enables us to use the same parameters. However, since we are dealing with 1p images, parameters such as gSig_min_corr and min_pnr need to be carefully considered. Also, during the second recording, it will not find a new spatial footprint to maintain consistency with the pattern file.
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Fig. 1. Overall workflow of our system. The first 500 frames are used for initialization. For each time frame after that, neuron candidates are extracted and then filtered using the false-positive detection module.

Fig. 2. Calcium imaging data processed using our proposed method. Each row indicates an example. The raw image is obtained from a miniscope (a). Its background is extracted (b). The background may contain artifacts and neurons that did not fire frequently enough. The firing of neurons is also extracted (c). Color coding of extracted neurons shows that we can observe numerous neurons (d).

4) False-positive detection: We proposed to use deep learning to remove false-positives from the candidate neurons obtained by CNMF-E. Namely, we combined a CNN with a recurrent neural network. The TPOT model of cnmf-reviewer [13] is also implemented in this application, and users can choose to use it.

5) Matching with manually defined patterns: In the second recording, the pattern file provided by the user contains the IDs of the neurons and the thresholds for detecting their firings in the form of a matrix. The pattern file can contain multiple firing patterns. The system can detect a neuron’s activity in each frame and send an arbitrary signal to any USB signaling device at any time length when all the thresholds for all neurons of a pattern in the pattern file are exceeded. The system can connect to an external device that uses an Arduino microcontroller.

6) Visualization: We implemented a visualization module that enables the user to see the analysis results in real-time during the recording experiment. Figure 4 is a capture of the actual software. The left side shows the raw video being recorded. The four images on the right from the upper left to lower right are the colored motion corrected raw video, the separated background, all extracted neurons, and each extracted neuron colored differently, respectively. The seek bar at the bottom of the screen enables the user to adjust the dynamic range of the visualized videos.
Fig. 4. Real-time plotting of neural activity using the graphical user interface (GUI) of Carignan. The left panel shows the raw Calcium imaging, and the small panels on the right show the processed results.

C. Code availability

The entire code of the system is available as an open-source software\(^1\). The repository shows a link to sample data and procedures for running the software.

IV. EXPERIMENTS

A. False-positive detection

We evaluated our proposed method for false-positive detection using annotated data. All animal experiments for creating the datasets were approved by the University of Tsukuba Institutional Animal Care and Use Committee. The detailed architecture of our method is shown in Figure 3. For each neuron detected by CNMF-E, the temporal trace is sent to the long short-term memory (LSTM) after passing through a one-dimensional convolutional layer. The spatial footprint is sent to the extraction module, which is transformed into a one-dimensional vector and concatenated with the output of the LSTM. Finally, the predictions are obtained after the fully-connected layers. In our experiment, 500 frames are used for a temporal trace, and an 80x80 pixel image is used for a spatial footprint to match the conditions of cnmfe-reviewer [13].

We tested four methods proposed in cnmfe-reviewer [13] and several deep learning-based methods using the same test dataset. We evaluated our system in terms of the scores and prediction speed. We trained the decision tree, k-nearest neighbors, and all the deep learning models using the training data in cnmfe-reviewer.

In Table I, the top rows show the results of the cnmfe-reviewer methods. The middle rows show those using a simple deep learning model without a pre-trained extractor. The bottom row shows those using the feature extraction part of the pre-trained classification models in the torchvision library. The decision tree, k-nearest neighbors, TPOT, and AutoSklearn all use temporal trace and spatial footprints. The models that exceed the performance of the TPOT model, which is the best performing model in cnmfe-reviewer, are written as bold text under “Accuracy” and “F1”. We measured the processing rate using a MacBook Pro 2017 (Intel Core i5, 16GB RAM). Models that reached 30 Hz or faster are indicated as bold text under “Processing Rate”.

Table I shows that the k-nearest neighbor and AutoSklearn of cnmfe-reviewer are not practical for real-time applications in terms of computation time. The small deep models without pre-training show that temporal trace and spatial footprint contributed to classification performance. Temporal trace alone (LSTM or Conv-LSTM) and spatial footprint alone (2D-CNN) could not outperform TPOT, but the combined method (Conv-LSTM + 2D-CNN) did. The same trend is also shown in the results for the cnmfe-reviewer and deep learning models. Furthermore, many classifiers with torchvision pre-trained extractors show that the accuracy does not improve much even when using a huge image classification model pre-trained by a large-scale dataset. One possibility that the amount of data used for training is insufficient for the massive number of parameters in the model. Another possibility is that the ImageNet dataset used for pre-training is not suitable for retrieving identified neurons. Also, such large-scale models are generally not practical for real-time applications in terms of speed. On the basis of the experimental results, we implemented two types of model in the feature extraction module. One is a simple 2D-CNN without transfer learning. The other is a ShuffleNet V2 [25] with transfer learning. The detailed architecture of the 2D-CNN model is shown in Table II.

B. Overall processing speed

To measure Carignan’s overall performance, we measured the computation time using two public datasets and two private videos taken by our group. The results are summarized in Table III. The two public datasets are both 2p images included in the neurofinder dataset. The non-public data are both 1p images taken by our group. Video-1 and Video-2 were taken using the nVoke miniscope and UCLA-Miniscope, respectively.

V. DISCUSSION

From the experiments described in the previous section, we found that our deep learning model performed better for detecting false-positive neurons in terms of accuracy. TPOT and other simple machine learning models were faster, but when we measured the entire system’s computation time, the processing rate was higher for our deep learning model. This is due to the difference in the number of detected neurons, not that in the processing speed of classification. Table IV shows the number of neurons detected from each video, the number of neurons accepted or rejected by the detector, and the acceptance rate. All of the models for false-positive neuron detection used in this validation have been trained on the dataset provided by Tran et al. [13]. This dataset consists of hippocampal CA1 neurons captured by a 1p microscope from multiple mice. On the other hand, the neurofinder data used in this study were both taken with a 2p microscope, and for data 01.00, the images are of V1 neurons. This suggests

\(^1\)https://github.com/tzklab/carignan
that the difference in the number of neurons detected by each model shown in Table IV is due to each model’s performance in terms of how robust it is against the difference in the type of neurons and the camera environment. Considering that the training dataset’s false neuron ratio is 15%, the two deep learning models are deemed to have lower robustness against environmental changes than the TPOT model. It is recommended that the user trains the deep learning models using images of neurons in the same domain as those used for pattern detection. Also, the acceptance rate dropped for all models in the 01.00 data, which recorded different types of neurons. It suggests that neurons’ essential features can be learned even when using pseudo-false data created by adding mechanical deformations to the true data, as for this dataset.

VI. CONCLUSION

We developed Carignan, a real-time image processing application that (1) retrieves calcium imaging video from a one-photon (1p) miniscope, (2) finds synchronized neural activity patterns by machine learning, and (3) sends signals to an external device when a specific pattern is observed. In addition to making existing algorithms run in real-time, we developed a new classification module that distinguishes neurons from false-positives using deep learning. We show through experiments that the module achieves a higher precision than existing methods.

In future work, we plan to conduct in-vivo experiments using our system. We expect our system will uncover functions of neural ensembles in the brain at a scale that has not been achieved before. In our current system, synchronized firing patterns are constructed manually. We will consider using unsupervised machine learning methods to add a mechanism that automatically finds firing patterns. We expect such an extension will contribute to the scientific investigation of neural ensemble activities and their functions. Since the learning of firing patterns is not a part of our system, it needs to be carried out in advance. Because a single experiment is
TABLE III
COMPARISON OF COMPUTATION TIME

<table>
<thead>
<tr>
<th>Video data</th>
<th>TPOT</th>
<th>CNN</th>
<th>ShufenetV2</th>
</tr>
</thead>
<tbody>
<tr>
<td>neurounder 01.00</td>
<td>16.156 Hz</td>
<td>17.709 Hz</td>
<td>18.329 Hz</td>
</tr>
<tr>
<td>Camera: 2p</td>
<td>Recording rate: 7.5 Hz</td>
<td>Resolution: 512 x 512 bits per pixel: 16 bit</td>
<td></td>
</tr>
<tr>
<td>neurounder 03.00</td>
<td>15.235 Hz</td>
<td>16.580 Hz</td>
<td>17.432 Hz</td>
</tr>
<tr>
<td>Camera: 2p</td>
<td>Recording rate: 7.5 Hz</td>
<td>Resolution: 498 x 490 bits per pixel: 16 bit</td>
<td></td>
</tr>
</tbody>
</table>

TABLE IV
ACCEPTANCE RATES OF FALSE-POSITIVE NEURON DETECTION MODULES IN THE OVERALL SYSTEM

<table>
<thead>
<tr>
<th>Method</th>
<th>accept</th>
<th>reject</th>
<th>acceptance rate</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>neurounder 01.00 (345 neurons)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TPOT</td>
<td>323</td>
<td>49</td>
<td>0.868</td>
</tr>
<tr>
<td>Conv-LSTM + 2D-CNN</td>
<td>13</td>
<td>508</td>
<td>0.025</td>
</tr>
<tr>
<td>Conv-LSTM + ShuffleNet V2</td>
<td>121</td>
<td>335</td>
<td>0.265</td>
</tr>
<tr>
<td><strong>neurounder 03.00 (621 neurons)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TPOT</td>
<td>548</td>
<td>13</td>
<td>0.977</td>
</tr>
<tr>
<td>Conv-LSTM + 2D-CNN</td>
<td>21</td>
<td>612</td>
<td>0.033</td>
</tr>
<tr>
<td>Conv-LSTM + ShuffleNet V2</td>
<td>198</td>
<td>397</td>
<td>0.333</td>
</tr>
</tbody>
</table>

divided into two separate steps, it is prone to errors such as an unintended changes in camera position. We would like to reduce such a risk by connecting the learning phase seamlessly to the current system such that experiments can be carried out in a single shot.
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