
  

  

Abstract—Accurate root canal segmentation provides an im-
portant assistance for root canal therapy. The existing research 
such as level set method have made effective progress in tooth 
and root canal segmentation. In the current situation, however, 
doctors are required to specify an initial area for the target root 
canal manually. In this paper, we propose a fully automatic and 
high precision root canal segmentation method based on deep 
learning and hybrid level set constraints. We set up the global 
image encoder and local region decoder for global localization 
and local segmentation, and then combine the contour infor-
mation generated by level set. Through using CLAHE algorithm 
and a combination loss based on dice loss, we solve the class im-
balance problem and improved recognition ability. More accu-
rate and faster root canal segmentation is implemented under 
the framework of multi-task learning and evaluated by experi-
ments on 78 Cone Beam CT images. The experimental results 
show that the proposed 3D U-Net had higher segmentation per-
formance than state of the art algorithms. The average dice sim-
ilarity coefficient (DSC) is 0.952. 

Clinical Relevance— We propose an end-to-end automatic 
root canal segmentation method, which had high accuracy and 
can reduce the workload of marking samples for dentists. It can 
also be used for root canal treatment planning and preoperative 
evaluation. 

I. INTRODUCTION 

In the diagnosis and treatment of pulp and periapical dis-
eases, root canal therapy is the most important treatment. En-
dodontics specialists need the assistance of good radiological 
examination. At present, with the wide application of oral 
Cone beam CT (CBCT) image in clinic, it provides compre-
hensive 3D spatial information for root canal and teeth, which 
makes many researchers study efficient root canal segmenta-
tion methods [1-5]. However, in most clinical root canal ther-
apy, the root canal area is manually depicted by doctors in oral 
CBCT images, which is not only subjective but also time-con-
suming. Therefore, automatic and accurate root canal segmen-
tation technology is of great significance for root canal therapy. 

However, accurate root canal segmentation from oral 
CBCT images is very challenging, the main reasons are as fol-
lows. (1) CBCT image scanning covers the complex environ-
ment around the teeth, such as alveolar bone and noise; (2) The 
boundary is ambiguous due to the low contrast between the 
apical part of the root canal and its surrounding teeth. (3) The 
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shape of the root canal is irregular, different root canals have 
different branches. (4) High density occlusive restorations and 
restorations affect the CBCT image scanning, thus affecting 
the image quality. 

In recent years, some scholars have studied the segmenta-
tion of teeth and root canals in CBCT images.  Based on the 
traditional level set and a series of improved methods are pro-
posed [6]. And it has a good application in tooth segmentation. 
Based on the above challenges, the level set method is lack of 
robustness to complex fuzzy boundaries and needs manual in-
itialization and interaction. With the development of convolu-
tional neural network, the deep learning method shows good 
performance in medical image. Compared with traditional 
methods based on manual features, the deep learning method 
is more automated, simplifies the workflow, eliminates man-
ual intervention, and can process many images quickly. Cui et 
al. [7] used deep convolution neural network to realize auto-
matic and accurate segmentation and recognition of teeth from 
CBCT images. Ronneberger et al. [8] proposed a 3D U-shaped 
network for medical image segmentation, which is widely 
used in other fields. Generally, deep learning methods will 
face the following challenges in medical images: lack of shape 
prior, weak image intensity specificity, imbalanced class, re-
quiring lots of training data, high requirements for GPU and 
CPU memory resources. To our best knowledge, the applica-
tion of deep learning method in root canal CBCT image is few. 

In this paper, we propose an improved 3D deep neural net-
work called root canal segmentation network (RCS-Net) for 
root canal segmentation from CBCT images. An improved 3D 
region of interest (ROI) network is developed. In RCS-Net, the 
ROI is located from 3D space, and the root canal is segmented 
from the region of interest. RCS-Net can be divided into two 
stages, the global stage and the local stage. In the global stage, 
a shared global image encoder is used to locate the root canal 
center, so as to get the ROI in the original image. In the local 
stage, a local region decoder based on the global features is 
used for ROI segmentation with high accuracy. Motivated by 
the importance of the accurate tip of root canal in clinical sur-
gery, we present a multitask combination dice loss function to 
focus on the boundary voxels of root canal, so as to further 
improve the accuracy. Comparisons and extensive ablation ex-
periments show that our proposed framework is better than 
other related works. 
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Fig. 1. Description of our framework, which can be divided into two parts: (a) In pre-processing, all images are normalized by CLAHE algorithm. (b) The 
network consists of the Global Image Encoder and Local Region Decoder, residual blocks are placed between neighboring downsampling or upsampling lay-
ers. Outputs are root canal prediction voxels and contours.

 

II. METHODS 

As shown in Figure 1, this paper refers to the basic frame-
work of 3D U-net [9] convolution neural network and con-
structs a segmentation model for tooth root canal in 3D CBCT 
image. In the global stage, we input the whole 3D image into 
the global image encoder for feature coding and get the spatial 
location of ROI. Then in the local stage, a local decoder is de-
signed to segment the local boundary of the root canal. The 
local region with smaller receptive field can receive features 
extracted from the entire images with such operation, and the 
segmentation results are refined. The root canal can be seg-
mented accurately and automatically with low GPU memory 
cost. The whole model is trained by end-to-end with multi-task 
combination loss function. 

A. Network Architecture  
The RCS-Net consists of an encoder for global image fea-

ture extraction and a local decoder for pixel level prediction. 
In the down-sampling of the encoder, the parameters of 3D 
convolution core are too many for general computers due to 
the limited GPU memory. We use the residual block in the en-
coder, which is conducive to accelerating network conver-
gence and improving performance [10]. Mainly to avoid the 
gradient explosion and over fitting phenomenon in the training 
process. 

Considering the small size of root canal, each residual 
block contains three convolution layers, the convolution layers 
corresponding to three normalization layers and ReLU layers, 
and a skip connection. Compared with the original 3D U-net 
network, our model size and parameters are smaller. After the 
process of down-sampling, the encoder could obtain the spatial 
information of ROI and learn the accurate bounding box. With 
a feature set cropped from the encoder path by applying the 
multi-level feature fusion mechanism, we construct a local re-
gion decoder for fine segmentation in ROI. The structure of 

the local decoder is partially symmetrical with that of the en-
coder, and the feature maps of the corresponding scales are 
fused through the skip connections. The decoder uses trans-
posed convolution for image up-sampling, which branch's fea-
ture tensors is much smaller than that of the encoder. The mod-
ule recovers the spatial dimension of ROI without losing local 
details. 

B. Multi-task combination loss function  
We design a multi-task combination loss function based on 

Dice loss to smooth the learning process, which makes the lo-
cal decoder focus on the accurate contour of root canal. We 
add an additional softmax layer, which is considered as an aux-
iliary task for perceiving the root canal contour, the additional 
softmax layer are trained in parallel with the segmentation task. 
It also shares feature map at the output, as shown in Figure 1, 
to predict the root canal contour voxels. At the same time, this 
operation can solve the class imbalance problem of CBCT im-
ages. 

Generally, Dice coefficient loss function is one of the most 
commonly used loss functions in medical image segmentation 
[11], this efficient automatic class balancer is expressed as: 

 (1) 

where the predicted volume  and the ground truth 
volume .  is a small smoothness term, set to 10-4 . In 
the optimization phase, dice loss is minimized by gradient de-
scent using the following derivatives:  

 (2) 

where . 

Dice loss can accelerate the training process, but it is easy 
to cause training difficulties because the class imbalance 
problem of CBCT images. The contour extraction auxiliary 

LDice = 1 − 2 ×
∑N

i=1 pigi + ϵ

∑N
i=1 pi + ∑N

i=1 gi + ϵ

pi ∈ P
gi ∈ G ϵ

∂LDice
∂pk

= − 2 ×
[∑N

i=1 ( pigi) + ϵ ] − gk[∑N
i=1 ( pi + gi) + ϵ ]

[∑N
i=1 ( pi + gi + ϵ )]2

k = 1,2...N
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task after the main region segmentation and the region seg-
mentation are trained at the same time. Specifically, this addi-
tional output head is set to predict the contour, this loss func-
tion named  is denoted as follows: 

   (3) 

where  equal 0.5 is the additional task weight, it is less 
than 1 to ensure the regional tasks are dominant. Pr and Gr 
represent the predicted voxels and the ground truth voxels in 
ROI respectively, PC and GC represent the predicted voxels 
and the ground truth voxels of contour. 

We combine the above two loss functions as a combina-
tion loss function and train the whole network end-to-end: 

      (4) 

where  represents the balance of weight parameter and  
represent the parameters of the whole framework. Their value 
are obtained through experiments. 

C. Details 
Pre-processing: In view of the gray characteristics of 

the tooth image, the whole CBCT image is enhanced adap-
tively by using CLAHE algorithm [12], so as to enhance the 
local contrast, balance the gray distribution, and save the cal-
culation consumption, as shown in Figure 2. The tooth re-
gion is roughly segmented after adaptive enhancement, 
which can achieve unified processing in different scanning 
environments. In addition, all the images should be normal-
ized to 128×128×256. 

Contour label: We use level set model [13] to generate 
contour label automatically, the quality of the label is certi-
fied by a senior stomatologist. 

Post-processing: The output of model usually contains 
some false-positive areas. In practice application, root canal 
is an independent single connected component, we use con-
nected component analysis to extract the maximum area of 
predicted voxels and remove some small false-positive 
voxels. 

 

O
ri

gi
na

l  

   

E
nh

an
ce

d  

   
 
Fig 2. Comparison of the original and enhanced images by CLAHE algo-
rithm under 2D slice. 

III. EXPERIMENTS 

A. Dataset and experiment settings 
Dataset: The dataset used in this study included 78 tooth 
CBCT images, and their voxel spacing is 0.1 mm×0.1 mm×

0.1 mm, and the volume size is 128×128×(128 - 384), from 
Shanghai Ninth People's hospital. The dataset is divided into 
training set and test set, the training set includes 51 CBCT 
images with 9120 slices and test set includes 17 CBCT im-
ages with 4530 slices. Experienced radiologists manually 
drew the ground truth of root canal. 

Experiment settings: We perform data augmentation 
when feeding training samples to avoid overfitting. The image 
after adaptive enhancement was randomly scaled by 0.9 to 1.1 
times, rotated as a whole, and intensity jittering. 

B. Network training 
All the networks are implemented on PyTorch. We use 

Adam [14] optimizer to optimize the entire framework. The 
initial learning rate is 10-4. The weights of convolution kernel 
are penalized by L2 norm. Then we first train the ROI locator 
with loss , and finally train the entire framework with 
loss  . We train 100 epochs on NVIDIA Titan Xp GPU 
with 12GB GPU memory for 20 hours. 

C. Evaluation metrics 
We use four evaluation parameters to evaluate our 

method. In terms of the overall segmentation performance, 
we use Dice Similarity Coefficient (DSC) (5) and Volumet-
ric Overlap Error (VOE) (6) to evaluate it quantitatively. As 
for root canal contour and boundary segmentation perfor-
mance, we use Average Symmetric Surface Distance 
(ASSD) (7) and Maximum Symmetric Surface Distance 
(MSSD) (8) to evaluate the segmentation accuracy.  

                 (5) 

              (6) 

    (7) 

    (8) 

where  stands for L1 norm, P for the predicted voxels 
and G for the ground truth. dP is the contour voxels sets of 
P, and dG the contour voxels sets of G.  is the 
minimum distance from the voxel  to the voxel set V. 

D. Results and discussion 
As shown in Figure 3, we illustrate the segmentation re-

sult of our model from three plane slices. We evaluate 3D 
Mask RCNN [7], 3D U-net and V-net [11] in the same way as 
the proposed RCS-Net, and conduct ablation experiments to 
validate the effects of our proposed module. The quantitative 
comparison is shown in Tab. 1. Through image preprocessing 
and adding  loss, RCS-Net has better performance than 
other methods. Our average DSC is 0.952 and VOE is 0.077. 
The ASD and MSD are also lower than other methods, which 
means that the segmentation effect on the root canal contour 
is better than other methods. Figure 4 shows the correspond-
ing 3D reconstruction and contour prediction results. The con-
tour of root canal can also be used as an auxiliary output for 

Llocal

Llocal = LDice(Pr, Gr) + λjLDice(Pc, Gc)

λj

Ltotal = LDice + Llocal + β∥ω∥2

β ω Llocal
Ltotal

DSC = 2 |P ∩ G |
|P | + |G |

VOE = 1 − |P ∩ G |
|P | ∪ |G |

A SD =
∑a∈dP D (a , G ) + ∑b∈dG D (b, P )

|d P | + |dG |

MSD = m a x [ m i n
a∈dP

D (a , G ), m i n
b∈dG

D (b, P )]

| ⋅ |

D(v, V )
v

Ltotal
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stomatologist's reference. 
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Fig 3. Results observed from different anatomical planes. The red label area 
mask represents ground truth of root canal, the following picture is the output 
of our model. Showing the robustness of our network. 

 
RCS-Net is also suitable for uncommon root canals due to 

the prior condition of root canal profile. As shown in Figure 
4 (c), it is also very effective for root canals with apical bifur-
cations. Our proposed RCS-Net is fully automatic in all stages, 
including image preprocessing, segmentation, level set con-
tour acquisition and post-processing. 

TABLE I.   
THE QUANTITATIVE COMPARISON OF DIFFERENT METHODS 

AND ABLATION STUDY (MEAN ± STD) 

Method DSC VOE ASD(mm) MSD(mm) 
3D Mask RCNN[7] 0.897 0.135 0.192 0.534 
3D U-net[9] 0.915 0.107 0.187 0.517 
V-net[11] 0.929 0.095 0.161 0.472 
ROI locator + Dice U-net 0.943 0.081 0.138 0.393 
ROI locator + Dice U-net 
+ Dice Local (Proposed) 0.952 0.077 0.125 0.332 
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Fig 4. Segmentation results. Our segmentation results (Prediction) are highly 
consistent with the results of dentists (Ground truth), the contour line helps 
doctors accurately determine where the boundary of root canal is. (a), (b), (c) 
represent the visualization results of three different root canals, and (d) rep-
resents the contour line under the xoy plane. 

The whole algorithm only needs about 350 ms to get the 
segmentation result of 3D CBCT image, this is much faster 
than manual labeling. 

IV. CONCLUSION 
This paper presents an automatic root canal segmentation 

network called RCS-Net based on deep learning and contour 
prior. In RCS-Net, we take the importance and effectiveness 
of global stage and local segmentation into consideration, 
combine with the root canal contour constraints for fast and 
accurate root canal segmentation. Our experimental results 
show that our network had higher segmentation performance 
than the existing segmentation algorithms. The results of seg-
mentation are approved by our cooperated clinicians. In view 
of the effectiveness and practicability of RCS-Net, we hope 
that our method can be extended to other tubular organ seg-
mentation tasks. 
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