
Nonlinear registration as an effective preprocessing technique for Deep
learning based classification of disease

Daiki Fujibayashi1, Hiromasa Sakaguchi1, Ilya Ardakani1 and Akihiro Okuno1

Abstract— A number of machine learning (ML), and particu-
larly in recent years, deep learning (DL) approaches have been
proposed for automatic classification of Alzheimer’s disease
(AD) using brain structural magnetic resonance imaging (MRI)
data. However, the data available are limited in the case of this
specific disease. Training a DL model with a large number
of feature parameters on a small dataset of MRI scans will
likely lead to overfitting. Overfitting reduces the generality and
efficiency of the model. In this study, we show that a traditional
nonlinear transformation from native space to template space,
as a preprocessing stage, is effective in reducing overfitting
through the reduction of spatial variations in the input data.
To evaluate this effectiveness, we compare two different pre-
processing approaches for DL-based AD classification task: (1)
affine registration and (2) nonlinear diffeomorphic anatomical
registration using exponentiated Lie algebra (DARTEL). The
results show that the accuracy of the nonlinear registration
based approach is much higher than the affine registration
based approach. Furthermore, from the classification results
obtained with noisy images, DARTEL is less susceptible to
noise than affine registration. In summary, our experimental
results suggest that nonlinear transformation is a preferable
preprocessing step for training DL-based AD classification
models on limited size datasets.

I. INTRODUCTION

Alzheimer ’s disease (AD) is the most common form of
dementia that has become a major public health concern.
The number of people with dementia has been increasing
every year around the world, and is predicted to reach 115.4
million in 2050[1]. With the increasing number of patients,
automatic diagnostic techniques to accurately detect the early
signs of AD have been attracting more attention. One of these
techniques is using brain magnetic resonance imaging (MRI)
scans of patients. As the disease progresses, structural brain
changes occur, such as local volume atrophy[2], occur and
MRI scans are commonly used in clinical settings to observe
them. Hence, considerable work has been expended to detect
AD features from MRI data.

In the past, many machine learning (ML) based tech-
niques such as support vector machines and random forests
have been proposed for automatic classification of patients
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with AD from healthy normal controls (NC) using MRI
data[3][4]. These ML-based approaches usually select and
use specific features like sets of volumes of regions of
interest (ROIs) that have already been reported to have
associations with AD pathology. However, the performance
of these methods is quite sensitive to how and which ROIs
are selected within the images. Given that the pathology of
AD is not fully understood and features in images caused by
the disease are also not clear, identifying effective ROIs for
its classification is a challenging task.

In recent years, deep learning (DL) has produced interest-
ing results in the medical brain imaging field[7][8][9]. DL
can capture features in high-dimensional spaces. These DL
methods are likely to learn features required for the classifi-
cation without explicitly defining ROIs in the images. It has
been reported that DL-based methods produce more accurate
results than conventional ML-based methods. Therefore, it
is likely that a learned high-dimensional representation of
data can be much more useful in the characterization of AD
compared to the traditional ROI-based features.

In general, to train DL models with large number of
parameters considerably large datasets are required. For ex-
ample, a dataset of 1.2 M images was used for DL based clas-
sification of two-dimensional (2D) image in[5]. In the case of
AD, even one of largest publicly available datasets from the
Alzheimer ’s Disease Neuroimaging Initiative (ADNI) has
only approximately 1000 subjects with structural MRI. As
the number of dimensions and model parameters increases,
the overfitting of training data becomes a major issue[12].
This is a common problem in the field of medical image
analysis[13].

Other than using a larger dataset, one possible and effec-
tive approach to avoid overfitting is to reduce feature varia-
tions irrelevant to the classification. The gray matter (GM)
volume in specific regions is reported to exhibit a strong as-
sociation with AD; however, there is little evidence that other
morphometric changes, such as the shape of the cortex, is
related to AD. Although setting multiple ROIs is one possible
dimensionality reduction method, useful features (other than
those contained in the ROIs) might be ignored. In due to
high learning capacity, the characterizations unnecessary for
classification are also learned, thus making it easier to overfit.
Therefore, it is important to reduce the features that are not
necessary for classification while leaving the features that are
useful. We propose that the“ volume map” representation
of a 3D voxel image, which can be obtained by a traditional
nonlinear registration technique known as large deformation
diffeomorphic metric mapping (LDDMM), is an effective
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dimensionality reduction preprocessing method used for DL-
based classification.

In LDDMM, a 3D voxel image is nonlinearly deformed
to a template image by diffeomorphic metric. Through
this, the shape information of an individual brain can be
reduced, while the spatial information of local volumes is
maintained[14]. In this study, we show that LDDMM is
useful in reducing overfitting for the DL-based AD classi-
fication. Two types of representations of input images are
compared in training the DL model: (1) affine transformation
of a whole brain image to a standard brain image, which
is the one of most often used methods for conventional
linear registration, and (2) a GM volume map transformed
by Diffeomorphic Anatomical Registration using Exponen-
tiated Lie Algebra (DARTEL), one of the most popular
LDDMM algorithms for nonlinear registration. To evaluate
the effectiveness of the preprocessing for each of linear
transformation and non-linear transformation, we performed
the AD classification tasks and assessed based on the impact
on two criteria: (1) overfitting owing to the dependency of
the number of samples and (2) model robustness to noise.

Overall, our contributions are as follows:
1) We demonstrate that GM volume maps nonlinearly

registered to the template brain using DARTEL consti-
tute an effective representation of the data for the DL-
based AD classification model, especially with limited
sample sizes.

2) For noise-added data, the model trained on the nonlin-
early registered data was found to have higher perfor-
mance than the one trained on the linearly registered
data. In other words, the nonlinear transformation was
more robust to additive noise.

This study is organized as follows. Related studies are
presented in section 2. Details of the data and methods used
in our experiments are given in section 3. The results are
presented in sections 4. The results are discussed in sections
5. The conclusions are outlined and future work is discussed
in section 6.

II. RELATED WORK

AD classification research using DL has been conducted
extensively. Manhua et al. constructed an original convolu-
tional neural network (CNN) to classify AD. Aiming for
high accuracy even with a limited number of MRI scans,
the researchers inputted only the hippocampal region as
this is one of the regions where brain atrophy occurs in
patients with AD[16]. The authors randomly selected 449
participants. The proposed method achieved an accuracy
of 88.9% for the classification of AD vs. NC. Mingxia et
al. proposed a method known as the LDMIL framework
that avoids fixed ROI settings. It extracts significant feature
regions from the data and classifies AD vs. NC by DL using
both local and global features of brain MRI as input[17].
Liu et al. performed affine transformation preprocessing to
the template brain with brain images from 397 subjects from
the ADNI database. The preprocessed brain was divided into
multiple patches, and learning was performed by combining

3D CNNs and 2D CNNs[15]. Silvia et al. performed a
DARTEL transformation on the MRI images of the ADNI
dataset and a dataset owned by the University of Wits-Salute-
San-Flafaere in Milan, classifying with DL[18]. The ADNI
dataset comprised 1409 subjects in total, and the other dataset
with 229 subjects were divided randomly for learning and
testing. MRI preprocessing was conducted with the DAR-
TEL algorithm, which uses statistical parametric mapping
to achieve standardization on the Montreal Neurological
Institute (MNI) space[19].

There has been a lot of work on AD/NC classification.
However, the effectiveness of main preprocessing technique
has not yet been compared and examined. In this study,
we compare the diagnostic outcomes of modeling using
two major preprocessing methods, nonlinear transformation
(DARTEL) and linear transformation (affine).

III. MATERIALS AND METHODS

A. Dataset

This study uses the ADNI dataset for training and valida-
tion for model selection. We randomly selected 600 subjects
with diagnostic labels ”AD” and ”NC” (AD: 300, NC: 300)
form ADNI1, ADNI2, and ADNI-GO projects(Table I). We
used MRI images and diagnostic labels corresponding to the
first diagnosis. Details of the MRI acquisition protocol for the
ADNI dataset can be found on the ADNI’s official webpage.
An independent dataset of 100 subjects (AD: 50, NC: 50)
from the Australian Imaging, Biomarker & Lifestyle Flagship
Study of Ageing (AIBL) project (TableII), comprising data
of more than 1100 people spanning 4–5 years, was used for
the testing and comparison of the selected models. The MRI
acquisition protocol for the AIBL dataset is adopted from
ADNI.

TABLE I
SUMMARY OF ADNI DATA SET(ABBREVIATION:AD=ALZHEIMER’S

DISEASE, NC=HEALTHY CONTROL, MMSE=MINI-MENTAL STATE

EXAMINATION)

AD NC
Number 300 300
Age 75.1 ± 7.7 74.8 ± 5.8
Gender(F/M) 133/167 148/152
MMSE 23.16 ± 3.09 29.04 ± 1.18

B. Preprocessing

We used the ADNI as a learning dataset (train and vali-
dation) and the AIBL as the test dataset. Although the basic
structure of the brain is common among individual, the size
of the tissue structure of the brain varies between individuals

TABLE II
SUMMARY OF AIBL DATA SET

AD NC
Number 50 50
Age 72 ± 7.9 77.52 ± 5.8
Gender(F/M) 29/21 30/20
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and races. Therefore, when comparing brain structures in
several individuals or groups, it is important to handle
them in the same coordinate space. We chose two types of
transformation algorithms in brain image registration.

In affine registration, the brain images were standard-
ized with the MNI template brain (affine dataset). First,
to minimize the effect of magnetic field inhomogeneity on
MRI images with different imaging conditions, bias-field
correction was performed using N4 algorithm[20]. Subse-
quently, brain extraction processing was performed for each
subject using the mask image of the brain region provided by
OASIS[21]. Finally, a rigid body affine transformation was
used to perform a convergence calculation that matched the
individual brain to the MNI standard brain[22]. The standard
brain size used in this experiment was 64 × 64 × 64.

3DT1-DARTEL standardized the brain
images[23][24](DARTEL dataset). First, using the learning
data group, the standardized parameters used for DARTEL
were calculated from the images separated into gray
and white matter. Subsequently, using the calculated
standardization parameters, anatomical standardization was
performed on the learning dataset. A 3DT1-DARTEL
template was created by averaging and smoothing the
learning data groups that were anatomically standardized
with the 3DT1-DARTEL method. A 3D Gaussian filter
was used as the smoothing filter, where the full-width-
at-half-maximum (FWHM) was set to 8 mm. Using the
3DT1-DARTEL template, anatomical standardization was
performed on the learning and test dataset groups. In this
experiment, we used the volume map image of GM that
had been transformed to the 3DT1-DARTEL template.

C. Gaussian Noise

In this study, we investigate the classification accuracies
corresponding to different noise intensities. The purpose of
this method was to verify the effects of noise on the accuracy
of the model, assuming that noisy images occur in clinical
situations. Thus, each model was trained and validated on
the dataset with additive noise, and its classification accuracy
was compared with that of the trained model without noise.

In this experiment, Gaussian noise was used to artificially
reproduce the noisy data that occurs in clinical settings.
We used the algorithm implemented in TorchIO[25] version
0.17.47. The formula implemented is as follow. To change
the strength of Gaussian noise added to the data, the standard
deviation of the distribution was varied from 0 to 200 in
incremental steps of 50 .

N (µ, σ2) .

D. DL model

In this study, we used Residual Networks (ResNet), which
is one of the DL models used extensively in the computer
vision field. ResNet is a type of CNN designed to prevent loss
of features during the convolution process compared with
basic CNNs. It often results in higher identification accuracy
than basic CNNs for image classification problems. ResNet’s
structure contains skip connections, which makes it possible

to suppress the loss of features of the training data even in
deep CNN models[27]. We used ResNet50 in this study. In
order to make up for this small amount of data, we employed
transfer learning, a common technique used for training DL
models. The weights of our networks were pre-trained on
the ImageNet dataset[28].

E. Experiments

In this study, we prepared six datasets where the ratio of
AD to NC was kept at 1:1. Each dataset selected randomly
from the ADNI dataset. And 80% of each dataset was used
for training and 20% was used as validation set for model
selection. The selected models were tested with the AIBL
dataset. The model was implemented in Pytorch[29], an open
source machine learning framework, and the experiment was
conducted on a PC equipped with a graphics processing
unit NVIDIA K80. We calculated the classification accuracy,
sensitivity, and specificity to evaluate the classification per-
formance. Gaussian noise was added to the original images
and the same classification experiment was performed. We
evaluated the classification accuracy for each intensity of the
noise.

IV. RESULTS

Fig.1 shows the accuracies of the models on the AIBL
dataset. In this experiment, we found that a higher classifi-
cation accuracy was obtained by training with the DARTEL
dataset. The classification accuracy was 0.66–0.77 when the
affine dataset was used, whereas the classification accuracy
ranged from 0.82 to 0.87 when the DARTEL dataset was
used.
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number of data
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Classification accuracy for each number of datasets
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Affine
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Fig. 1. Transition of classification accuracy when each preprocessing and
the number of images are changed.

Fig.2 shows the receiver operating characteristic curve
generated from the Softmax output values for the test data,
where the DARTEL dataset showed high area under the curve
(AUC) values in all experiments. Fig.2 shows sample results
from the experiments in which 300 subjects were used for
training. The AUC for the original whole brain was 0.63, the
AUC for the affine transformed whole brain was 0.83, and
the AUC for volume maps was 0.90. The accuracy of the
model created using the DARTEL dataset was the highest.

Fig.3 shows the log of the loss function using 300 sub-
jects of training and validation data. When preprocessing
the original whole brain images, the affine transformation
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(c)DARTEL
Fig. 2. Evaluation of the model created using the 300 training datasets for
each process.

showed a large difference between validation and training
losses. Conversely, when DARTEL was used on whole brain
images, the loss value for the validation data converged.
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Fig. 3. The logs of loss function that the models created by the 300 brain
images for each preprocess.

Fig. 4 shows the results of each training log when 4 (a),
4 (b), and 4 (c) are limited to the training data sets of 100,
300, and 600, and DARTEL is used for preprocessing. It
can be confirmed that overfitting is reduced by increasing
the number of training data. However, comparing the 300
training data with the 600 training data, there was no
significant improvement in the value of the loss function.
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Fig. 4. The logs of loss function

To confirm whether each preprocessing method could
extract the features required for classification, we visualized
the input of the trained model’s Softmax function. The results
associated with the extraction of the features just before the
final layer on the learning and test data, and the performance
of principle component analysis (PCA) are shown in Fig.5.
A plot is shown for each patient with the first and second

principal components set on an axis after PCA. The dis-
tributions of the training and validation data after a linear
transformation were different, but the distributions of the
training and validation data after a nonlinear transformation
were similar.
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Fig. 5. PCA with hidden layer outputs for training and test data

Fig.6 shows the results of training and validation of the
original noisy images after the respective preprocessing. The
data used were the same as in the above experiment, and the
results are shown for 300 subjects’training data. It can be
confirmed from Fig.6 that the classification accuracy against
the noise intensity decreased from 70% to 56% in the case
of affine registration preprocessing methods. However, with
DARTEL registration, it was confirmed that the classification
accuracy of 69%–75% was maintained even with increased
noise intensity.
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Fig. 6. Classification accuracy

V. DISCUSSION

The purpose of this study was to identify an effective
preprocessing method for AD classification of brain MRI
images with limited data(MRI of patients with AD). It
is known that patients with AD are characterized by GM
atrophy[30]. The result shows that the classification accuracy
was improved using the DARTEL preprocessing method.
This indicates that the GM volume map is likely to be an
important feature for AD/NC classification. Owing to GM
atrophy, the GM volume of AD is smaller than that in a
normal state. Therefore, the volume is an important piece
of information in the classification between AD and NC.
Thus, with the use of the volume map of GM overfitting
was reduced. The reason for this is that the image after the
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Output:Noise image

Fig. 7. Images of DARTEL process for each input image

Input:original
Output:registration

noise SD=200

Fig. 8. Results of the Affine transform for each noisy image.

DARTEL algorithm is applied expresses only the volume of
the GM and its position information; accordingly, the number
of features that can be learned is reduced compared with
the image of the whole brain. Given that 3D images of the
entire brain contain a large amount of information making
the model prone to overfitting, we can expect that learning
can be performed more efficiently with data preprocessed
using DARTEL. Fig.5 confirms that the nonlinear registration
image can detect specific AD/NC features in the training and
test data as well.

In particular, in the case of whole brain, overfitting
occurred in almost all experiments, and no improvement
in the classification accuracy was observed along with the
increase in the amount of data. The amount of data used in
this experiment were not sufficient for learning generalized
features. If the available data increase in the future, the
relationship between the classification accuracy, the number
of features, and the amount of data required for learning can
be clarified.
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Fig. 9. Accumulate the variance value of each voxel

Given that noisy images are used for analyses in clinical
settings, the effects of noise on the accuracy of the model
is important for practical applications. When noise was
added, the classification accuracy was reduced in affine
preprocessing cases. Conversely, in DARTEL preprocessing,
it was confirmed that the specific classification accuracy was
maintained. To clarify the reason, outputs from each step
of the DARTEL process is shown in Fig.7. According to
the segmented images in Fig.7, the reason for which the
boundaries of the brain region cannot be extracted accurately
is attributed to noise. It is considered to be unclear to segment
because the boundary between white matter and GM became
ambiguous due to noise. In the case of affine processing,
overfitting occurs in the same way when noise is added. As
the noise intensity increases, it can be confirmed that the
contours of the transformed image become dulled and noise
remains. We can also confirm in Fig.8 that the standard brain
affine transformation was not possible, given that the noise
intensity was 200. Other cases of affine conversion failures
could be identified for other images. Learning the presence
or absence of the skull and noise in the image may have
resulted in overfitting.

Given that the model and parameters of DL were fixed
in all experiments, we evaluated the intensity of each noise
level and the quality of the images during preprocessing.
As shown in Fig.9, the voxel-by-voxel variance between
the brain images becomes smaller when the noise intensity
increased, and DARTEL’s preprocessing was applied. This
indicates that the difference in image features becomes
smaller when the noise intensity increases. In the case of
affine transformation, registration may fail, as shown in Fig.
8. Thus, it can be considered that the variance for each voxel
increased.

VI. CONCLUSION

We conducted a study to identify effective preprocessing
approaches for AD discrimination. Our results showed that
using GM volume map and the DARTEL method in prepro-
cessing reduced overfitting and improved the classification
accuracy by up to 18%. Therefore, nonlinear registration of
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brain MRI data using DARTEL was found to be a more
effective preprocessing method in our experiment.

With respect to noise, also, it was found that the DARTEL
approach was more robust to additive Gaussian noise at
different intensities with a stable accuracy range or 69%-
71%. Conversely, in the approach with affine preprocessing,
the accuracy range was adversely affected leading to low
ranges around 56%.

Finally, there are various limitations associated with this
study that should be acknowledged. First, although multiple
hyperparameteroptions exist for training and fine-tuning, we
cannot rule out that other hyperparameter selections may lead
to better accuracy. As ResNet used in this research is publicly
available, other researchers may attempt to improve upon
this. Second, we have not verified the robustness between
modalities of the MRI equipment. We created the noise type
with a Gaussian filter, but we have not verified this study
with images containing actual artifacts. Third, The amount
of data used in this experiment was not sufficient to confirm
the generalization of the models. In the future, as more data
becomes available, we will be able to clarify the relationship
between classification accuracy, number of features, and the
amount of data required for generalization.
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