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Abstract—Early fundus screening is a cost-effective and
efficient approach to reduce ophthalmic disease-related blind-
ness in ophthalmology. Manual evaluation is time-consuming.
Ophthalmic disease detection studies have shown interesting
results thanks to the advancement in deep learning techniques,
but the majority of them are limited to a single disease. In this
paper we propose the study of various deep learning models
for eyes disease detection where several optimizations were
performed. The results show that the best model achieves high
scores with an AUC of 98.31% for six diseases and an AUC of
96.04% for eight diseases.

I. INTRODUCTION

The leading cause of human blindness around the globe
is due to retinal fundus diseases [1]. Among the largest
ophthalmic diseases are cataract, age related macular degen-
eration (AMD), glaucoma, and diabetic retinopathy (DR).
By 2030, glaucoma patients will reach around 95.4 million
patients and the number of people with myopia will increase
from 1.95 billion in 2010 to 3.36 billion [2]. Additionally,
various studies have identified that individuals with cases of
myopia especially in early age or before they turn 20 y/o are
more likely to suffer cataracts later [3]. Despite the fact that
the actual cause remains unidentified, various research show
that the growing axial eyeball length may prohibit nutrient
delivery to the hind site of the lenses [3].

Research work on eye diseases detection has gained a
lot of attention from the research community. The detection
is mainly based on three type of images slit lamp, retro
illumination and fundus images [4].

Jing et al. [5], proposed a convolutional neural network
(CNN) based ensemble model to detect one or more diseases
in the fundus images. The method first converts the multi-
label classification problem of each individual image into a
two-classification problem for each label. Second, transfer
learning and ensemble learning techniques are used for
addressing the issue of limited dataset. The model is based
on two parts, the first part is used for feature extraction which
is based on an EfficientNet model. The second part is based
on neural networks for multi-label classification problem.
Finally, the output probabilities of both models are fused
together for the final result. The model was tested on ODIR
dataset and the results showed that the proposed model can
achieve a good performance even when training with fewer
data. The results show that EffecientNetB3 outperforms other
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models and achieves an accuracy of 90% and an Area Under
Curve (AUC) of 67%.

Junjun et al. [6], proposed a CNN-based multi-label ocular
disease classification model for addressing the problem of
correlation between left and right eyes. The proposed frame-
work can process severe ocular diseases. The authors de-
signed a dense correlation network (DCNet) which is based
on three modules. For feature extraction, different backbone
CNNs are employed, including ResNet-18, 34, 50, and 101.
The Spatial Correlation Module (SCM) is used for feature
correlation. Finally, the classifier is used for classification and
score generation. The model was trained and tested on ODIR
dataset using the color fundus photography (CFP) images.
The results show that the model using ResNet-101 for feature
extraction and SCM achieves the best performance with an
AUC of 92.7%.

In this work, we propose the study of recent deep learning
architectures, with various data augmentation techniques and
fine-tuning to improve the performance of the classification
of multiple ocular diseases.

II. PROPOSED APPROACH
A. Image dataset

The data used in this study is collected from the Ocu-
lar Disease Intelligent Recognition (ODIR) [7]. The ODIR
challenge is a structured ophthalmic dataset of 5,000 pa-
tients with age, color fundus photographs from left and
right eyes and doctors’ diagnostic keywords collected by
Shanggong Medical Technology Co., Ltd. from different
hospitals/medical centers in China.

This competition consist of eight types of ocular diseases
and a total of 6,392 images with 2,873 Normal, 1,608
Diabetes, 284 Glaucoma, 293 Cataract, 266 Age Related
Macula Degeneration, 128 Hypertension, 232 Pathological
Myopia and 708 Other Diseases/Abnormalities.

In our experiments we worked on two scenarios 6 and
8 ocular diseases, where the six ocular diseases are Normal,
Glaucoma, Cataract, Age Related Macula Degeneration, Hy-
pertension and Pathological Myopia. Figure 1 shows example
images from ODIR 2019 [7].

B. Data augmentation

1) Mixup: Mixup is a data augmentation technique con-
sisting of two parts: random convex combination of raw
inputs, and correspondingly, convex combination of one-hot
label encodings [8].
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Fig. 1: Example images from ODIR. From up to down, left
to right, we have: Normal; Diabetic Retinopathy; Glaucoma;
Cataract; Age Related Macula Degeneration; Hypertension;
Pathological Myopia; Other Diseases/Abnormalities

where (Z, ) are the virtual feature-target pair, x;, z; are raw
input vectors, y;,y; are one-hot label encodings and A €
[0, 1].

The main reason for the use of Mixup in our study
is that Mixup helps reduce the memorization of corrupt
labels, increases the robustness of the model to adversarial
examples [8].

2) CutMix: CutMix is a data augmentation that shares
some similarity with Mixup which mixes two samples by
interpolating both the image and labels [9]. In CutMix the
removed regions are replaced with a patch from another im-
age and the ground truth labels are also mixed proportionally
to the number of pixels of combined images [9].

The goal of CutMix is to generate a new training sample
(Z,9) by combining two training samples (x4,ya) and
(xp,yn) [9]. The combining operation are defined as:

i=Mozs+(1-M)Owp )
§=2ya+ (1= Nys,
where M € {0,1}">*# is a binary mask indicating where
to drop out and fill in from two images (W, H are the width
and height respectively), A is the he combination ratio, 1 is
a binary mask filled with ones and ® is an element-wise
multiplication [9].

CutMix can improve the model robustness, alleviate the
model over-confidence and increase training efficiency [9].

3) More data augmentations: In addition to Mixup and
CutMix, we used a translation of +- 10, rotations between
-5 and +5 degrees with a 1 degree increment.

C. Learning rate scheduler

1) Stochastic gradient descent with warm restarts:
Stochastic Gradient Descent with Warm Restarts (SGDR)
is an SGD that uses warm restarts instead of learning rate
annealing. Where at every new restart the learning rate is
initialized to some value and is scheduled to decrease [10].
Essentially, the warm restarts are not performed from scratch
but from the parameters of the last step that the model
generated during its convergence. Furthermore, we use an
aggressive cosine annealing schedule to decrease the learning
rate fastly. Mathematically the proposed formula for SGDR
is as follows:
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where ¢ .., 0., are ranges for the learning rate, i,
indicates the number of epochs since the last restart and 7
determines the epoch of the next restart [10]. In our work
we set the n? . to 0.0008, the n¢ . to O and the T} to
50, meaning that at every 50 epochs a new warm restart is
applied.

2) Icycle: The lcyclic policy is a cyclical learning rate
policy (CLR) for the super-convergence with a slight modifi-
cation [11]. Where the authors recommend to do one cycle of
learning rate. During the training process LR starts increasing
from an initial learning rate to the maximum LR for a fixed
number of epochs then decreasing to a minimum LR less
or equal to the initial learning rate for the remaining epochs
[11]. The formula for CLR is as follows:

Nt = (Nmin + Mmaz — Mmin) (Maz (0,1 — )) “4)

where x is defined as:

(
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and cycle can be calculated as:
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where 7min, Nmae are the boundaries of the LR, iterations
represents the number of completed mini-batches and
stepsize defines one half of a cycle length. The term (1 —x)
should always be positive [11].

In our study the LR starts increasing from an initial LR
of 0.00001 to a maximum LR of 0.00040 for a fixed period
of 25 epochs then decreasing for the remaining epochs to
a minimum LR of 0.00001. The decay rate is fixed to 0.8,
the LR changes during all training process because in our
experiments LR sustain is set to 0.

3) Fixed learning rate: Beside of SGDR and lcycle
we tried also different fixed learning rates such as 0.0008,
0.0004, 0.0001, where 0.0008 is the n% . of the SGDR,
0.0004 is (% (n,,,)) and 0.0001 is (§(1,qz))-
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D. Focal Loss

The Focal Loss was proposed for dense object detection
to address the extreme imbalance between foreground and
background classes during training [12]. The Focal Loss
is an extension of the cross-entropy (CE) loss for binary
classification:

—log(p)

CE(p.y) = { —log(1 - p)

Where y specifies the ground-truth class and y € {1}, p
is the model’s estimated probability for the class with label
y = 1 and p € [0,1] [12]. Mathematically the proposed
formula for Focal Loss is defined as:

ify=1
otherwise

(7

FL (py) = —ay (1 — py) " log (pe) 3
where p; is defined as:
_Jvr ify=1
by = { 1—p otherwise ©)

« is the weight factor to address the class imbalance problem
with o € {£1}, and + is tunable focusing parameter. In our
experience we set « to 0.25 and ~y to 2 according to the work
of Tsung-Yi Lin et al. where they show that the use of 0.25
and 2 for o and ~ respectively achieve better results [12].

E. Deep learning models

A comparative analysis was carried out to compare and
evaluate the implementation of various pre-trained models.
We chose to work with two architectures EfficientNet [13]
and DenseNet [14], [15]. In our experiments, six models
were trained and tested on ODIR dataset including Effi-
cientNetB5, EfficientNetB6, EfficientNetB7, DenseNetl21,
DenseNet169 and DenseNet201.

To improve our models in terms of performance, accuracy
and to reduce training time, the hyperparameters of the
proposed models, for the multi classification of six diseases,
are fine-tuned except the last six layers. Meaning that the
model will train the six frozen hidden layers in addition to
the final layers. The same process was applied for the eight
diseases, where we replace the six frozen layers with eight
frozen layers.

Generally CNNs need a large number of data to generalize
properly. To handle this issue and to avoid overfitting, a
Global Average Pooling layer (GAP) and a dropout of 0.5
are added. A Softmax layer is used for the final prediction
to normalize the outputs.

III. EXPERIMENTAL RESULTS
A. Training and test datasets

Some past work [5], [6] used two images left and right of
the eye as input. In our work, our models take a single image
as input (left or right) because the disease can be present in
one eye alone.

The proposed models are trained and evaluated on ODIR
dataset [7]. All input images are resized to 512 x 512
pixels. The dataset is randomly divided into 80% for training
and 20% for testing. Data augmentation to the training set

were used (Mixup, CutMix and other data augmentations as
described above). Adam is used as optimizer.

Different Learning Rate (LR) techniques are used such as
SGDR and Icycle to see the impact of each LR on models
training. In addition a fixed LR was used based on SGDR
boundaries. The models are trained for 100 epochs using a
batchsize of 64.

B. Performance evaluation

To evaluate the ocular diseases detection performance of
our models, we used the following metrics: Area Under
Curve (AUC), Sensitivity (SN), Specificity (SP), and Accu-
racy (ACC).

Table I shows that a fixed learning rate can help model
achieve good results. EfficientNetB7 reached an ACC of
88.85%, a SN of 94.44%, a SP of 94.98% and an AUC
of 98.25% with a learning rate of 0.0001.

Table II shows the results on six ocular diseases for
different deep learning models using SGDR learning rate,
where EfficientNetB7 achieves an interesting result with an
ACC of 88.24%, a SN of 88.88%, a SP of 94.11% and an
AUC of 98.10%. 1cycle learning rate was very interesting
as can be seen in table II, where EfficientNetB7 outperforms
other models with an ACC of 87.13%, a SN of 90.74%, a
SP of 94.63% and an AUC of 98.31%.

Table III shows the results on eight ocular diseases,
EfficientNetB7 was used based on its highest performance
on the six diseases (Tables I and II). Overall, Icycle LR
was the best performing and achieved the highest AUC for
both six and eight ocular diseases detection. EfficientNetB7
achieves an interesting result with an ACC of 74.98%, a SN
of 73.57%, a SP of 85.23% and an AUC of 96.04%.

When comparing with past work dealing with the detection
of eight diseases, we can see that our best model achieves
state-of-the-art performance with an AUC of 96.04% in
comparison to Jing et al. [5] with an AUC of 67.01% and
Junjun et al. [6] with an AUC of 92.7%.

Figure 2 shows images with low score prediction, where
our model was unable to predict some images properly
due to extreme low light. Also the class Other Dis-
eases/Abnormalities (OD) was problematic as many diseases
are present in this class, thus increasing the risk of incorrect
predictions.

IV. CONCLUSION

In this paper, we studied various models for ocular
diseases detection, where six different eye diseases were
considered including Normal, Glaucoma, Cataract, Age Re-
lated Macula Degeneration, Hypertension and Pathological
Myopia. We have also tested our best model on eight ocular
diseases. A comparative analysis was carried out to compare
the impact of some learning rate strategies such as SGDR,
Icycle and different fixed learing rates on our models. Mixup,
CutMix and other proposed data augmentations were used to
generate more data, to avoid overfitting and help the models
generalize properly. Additionally, Focal Loss was used to
overcome the uneven distribution of the classes in the dataset.
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TABLE I:

Results of deep learning models for ocular diseases detection using different fixed LR (0.0008, 0.0004, 0.0001)

Methodes LR = 0.0008 LR = 0.0004 LR = 0.0001

ACC SN SP AUC | ACC SN SP AUC | ACC SN SP AUC
EfficientNetB5 | 87.78 | 94.44 | 9325 | 97.41 | 86.64 | 94.44 | 91.86 | 97.98 | 86.40 | 92.59 | 91.69 | 97.86
EfficientNetB6 | 86.64 | 88.88 | 92.90 | 97.77 | 85.54 | 94.44 | 92.90 | 97.06 | 87.87 | 87.03 | 94.11 | 98.23
EfficientNetB7 | 87.86 | 88.88 | 93.25 | 97.48 | 86.64 | 85.18 | 94.46 | 97.75 | 88.85 | 94.44 | 9498 | 98.25
DenseNet121 84.31 | 8333 | 96.71 | 96.83 | 86.15 | 88.88 | 96.88 | 97.63 | 87.50 | 94.44 | 96.19 | 97.32
DenseNet169 71.69 | 88.88 | 76.81 | 93.44 | 8591 | 87.03 | 96.36 | 97.41 | 8591 | 88.88 | 95.32 | 97.38
DenseNet201 84.44 1 87.03 | 93.94 | 97.18 | 86.64 | 88.88 | 95.84 | 97.38 | 87.50 | 85.18 | 97.05 | 97.97

TABLE II: Results of deep learning models for six ocular

diseases detection for SGDR and lcycle LR

Methodes LR = SGDR LR = 1cycle

ACC SN SP AUC | ACC SN SP AUC
EfficientNetB5 | 87.25 | 88.88 | 93.07 | 97.78 | 87.99 | 92.59 | 94.80 | 98.27
EfficientNetB6 | 86.52 | 88.88 | 92.38 | 97.75 | 87.01 | 92.59 | 9342 | 98.18
EfficientNetB7 | 88.24 | 88.88 | 94.11 | 98.10 | 87.13 | 90.74 | 94.63 | 98.31
DenseNet121 88.11 | 88.88 | 96.02 | 98.09 | 86.76 | 87.03 | 96.02 | 97.62
DenseNet169 86.76 | 87.03 | 96.53 | 97.77 | 87.13 | 92.59 | 96.02 | 98.03
DenseNet201 87.13 | 88.88 | 96.53 | 97.80 | 86.27 | 88.88 | 97.23 | 97.69

TABLE III: Results of deep learning models for eight ocular
diseases detection using different LR

Methodes ACC SN SP AUC LR

EfficientNetB7 | 74.82 | 77.47 | 80.49 | 96.01 | 0.0001
EfficientNetB7 | 74.98 | 73.57 | 85.23 | 96.04 | Icycle
EfficientNetB7 | 76.70 | 78.67 | 8594 | 95.64 | SGDR

The results show that EfficientNetB7 using lcyle LR is the
best performing model with an AUC of 98.31% for six ocular
diseases and 96.04% for eight ocular diseases.
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