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Abstract—Eye blink is indicative of various mental states.
Generally, vision based approaches are used for detecting eye
blinks. However, performance of such approaches varies across
participants. Standard eye tracker or eye glasses used for
detecting blinks, are very costly. Here, we are proposing a
personalized vision based eye blink detector system. Proposed
approach is ubiquitous and unobtrusive in nature and can be
implemented using standard webcams/mobile camera, making
it deployable for real world scenarios. Our approach has been
validated on a set of data collected from our lab and on an
open data set. Results show that in both cases, our system
performs well for various conditions like natural/artificial light,
with or without spectacles. We achieved a F ... of 0.98 for
own collected data and 0.91 for open dataset, which outperform
state of the art approaches.

I. INTRODUCTION

Eye tracking is widely used to understand various cog-
nitive processes [1]. Various features like gaze tracking
[2], pupillometry [3], [4] and blinks [5] have been used
in cognitive science and health care applications [6]. Eye
blinks are comparatively easier modality among the three
and hence, is found to be most widely used one. Eye blink
is the rapid closing and reopening of the eyelid. Apart from
its biological importance, blinks are correlated with attention
[5], stress or fatigue [7], mental workload [8] and are used
for building systems that allows the user to control computer
applications [9], driver drowsiness detection [10], assessing
progression of diseases like Parkinson’s disease [11], detect-
ing DeepFakes [12], to avoid dry eyes and computer vision
syndrome [7], [13]. For such real world applications, accurate
detection of eye blinks in real time is absolutely necessary.

There are active and passive devices that are used to detect
blinks. Active devices are special hardware like eye glasses
[14], infrared cameras [15]. These devices are often costly
and hence not suitable for mass deployment. Moreover, these
devices are intrusive in nature and might not be suitable for
prolonged use. Passive systems use devices like webcams
and mobile cameras. The underlying technologies used for
active and passive devices are typically ultrasound [16],
electroencephalography [17], infrared light [18], electromyo-
graph (EMG) [19], electro-oculogram (EOG) [20], and video
signals [21]. Usage of standard video camera for detection of
eye blinks makes the system ubiquitous, unobtrusiveness and
cost effective. Several techniques are used in literature to de-
tect blinks from a video. However, the accuracy of detection
are significantly affected by head orientation, resolution of
images, motion dynamics, usage of spectacles, face illumi-
nation and ambient light. The performance of such systems
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largely depend on accurate identification of eye regions. Due
to change in shape and position of eyes, the performance
also varies a lot across individuals. Here, we are proposing
a personalized camera based blink detection system having
significantly higher accuracy across participants. Initial one
minute of video of each user is used to derive person specific
blink features which are then used for blink detection in
subsequent sessions. The main contributions of our work are:

« designing a personalized camera based eye blink detec-
tion system

« a system for improved eye blink detection in real world
scenarios.

« pave way for cost effective, unobtrusive and ubiquitous
approach to detect cognitive/mental states

We have validated our approach on our own collected
dataset as well as on a publicly available dataset. Results
show that our system performs better compared to state of
the art approaches and gives better Fi .. across participants.
We have also analyzed the performance of our system for
conditions like artificial/natural light, with/without spectacles
and natural/simulated blinks. For all these scenarios, our
system performs equally well and hence can be used in
any real world scenarios for detecting blinks. Moreover, the
system does not require any specialized hardware hence is
mass deployable.

II. RELATED WORK

Vision based blink detection approaches can be classified
into sequential methods, appearance based methods and
facial landmark based approaches. In sequential methods,
face and eyes are detected using Viola-Jones algorithm [22]
or HAAR classifiers [23]. Post face detection, the motion in
the eye region is estimated using sparse tracking [7], [24],
or by computing frame to frame intensity differences and
using thresholds to identify blinks [25], [26]. Appearance-
based methods detect blinks from an image using active
shape models [27] or by using templates of open/close
eyes [28] and fitting of models to detect the eye lids [29].
Accuracy of these approaches are significantly affected by
head orientation, image resolution, usage of spectacles, face
illumination and ambient light. In facial landmark based
detection [30], unique locations of face (e.g eye corner) are
detected. Initially, researchers found this approach to be chal-
lenging. Recently, there have been significant improvements
in this area and as a result, more robust facial landmark
detectors are available now [31]. However, their performance
is not consistent across individuals.
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III. METHODOLOGY
A. Proposed eye blink detection system

There are three types of blinks- spontaneous/ natural
blinks, reflexive blinks occurring due to external stimulus
like air and voluntary blinks resulting from intentional eye
closing. We have focused mainly on detection of spontaneous
and voluntary eye blinks under various external conditions.
Main components of our personalized eye blink detector
application are shown in Fig. 1.
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Fig. 1: Main components of the proposed system

1) Initialization: The application can run on any lap-
top/desktop (windows or Linux) having an integrated or
external webcam. On starting, the application enables the
webcam and a screen (Fig. 2) appears with the video of user’s
eye region. It prompts the user to adjust (through a slider) the
brightness and contrast levels, so that the eye region is clearly
visible. Next, it asks whether the user is using spectacles and
if the ambient light is natural/artificial light. This data is used
to analyze the system performance under different scenarios.

Screen brightness
29
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Image brightness: eye region - 36%
Image contrast: eye region - 20%

Ensure that the eye region brightness and contrastis above 30% and 20% respectively
Before starting the experiment, we have few questions for you?

Q. Are your both eyes visible clearly?

Yes No

Fig. 2: Initialization screen of the proposed system
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Fig. 3: Annotation screen containing eye blinks

2) Personalization: Personalized blink features are ex-
tracted from the eye videos collected. First, eye landmarks
are detected for every video frame using the DIib shape
predictor. Dlib provides 68 facial landmarks [31] of which
we are using 6 as shown in Fig.4. Next, eye aspect ratio

P2 P3

P6 PS5

Fig. 4: Eye landmarks using DIib shape predictor

(FAR) [30] is calculated using (1). FAR is high when the
eyes are open and decreases when the eyes are closed. FAR
is computed separately for left and right eyes and the average
of these two is used.

EAR, = |lp2 — pe|| + [Ips — ps|| 0

2||p1 — pal|

Proposed approaches of personalization:-The average
E AR values are first interpolated by averaging the neigh-
boring values. Continuous £ AR time series thus obtained is
used for further analysis. After data collection, an annotation
screen (Fig. 3) appears consisting of windows of 100 ms of
the eye video. The users are instructed to identify windows
where more than 50% of the eyeballs are covered and
seems to be a blink. We have used three approaches for
personalization.

i) Annotation based approach (A1) - The blink and no-
blink frames are segregated. The average (B,,,) and standard
deviation (B;) of EAR values corresponding to blinks and
non-blink portions (N B,,,) are computed. These values are
used for detecting the blinks in test data (yc) in run time. A
decision vectorD is computed in the test phase (y) as,

1, if ye; < (B, + By
p, =L 1 ves < Bt By @
0, otherwise

V,7=1,2,..., N number of EAR values in yc.

ii) Threshold based approach (A2) - Factors like ambient
lighting conditions, distance from camera and usage of
spectacles change the trend of FAR time series making it
non-stationary in nature. One such signal is shown in Fig.
5. Under such circumstances, A1 might fail considerably.
Hence, we performed baseline correction on the £ AR signal
using the asymmetric least squares smoothing approach [32].
The baseline signal (xp) is computed and used to get the
corrected signal (z.) as,

TC=T — Tp 3)

The baseline corrected signal is also shown in Fig. 5.
Next, the minimum (xc,,;,) and average (zc,,) of x. are
calculated. Finally, the user specific threshold value (¢) is
calculated as,

t =xcy, — k x (xcm — xcmin) (4)

where constant k is empirically derived as 0.25 on a subset
of user data. D for test data (yc) is computed as

1, ifye; <t

n.-{
0,

V,i=1,2,...,N number of FAR values in the new data.

S

otherwise
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Fig. 5: Threshold computation from EAR series using A2

iii) Signal level based approach (A3) - While working
with open dataset, we observed that constant k used in A2
varies with demography. Hence, we propose a method which
is independent of k. We computed the average of blink (
zcprp) and no blink portions (xcpsyp) of the signal .. These
values are used to calculate D on the test data (y.) as,

(6)

D = 1, if |xeasy — yei| <= |zearns — yei|
‘ 0, otherwise
V,i=1,2,..., N number of EAR values in the new data.
For all three approaches, instances of ’1’s in D corre-
sponding to at least 100 ms are considered as blinks.

B. Data collection for validation of proposed system

We collected 32 sessions of data from various users (mean
age: 30 years) of our lab. Participants signed an informed
consent form. The experimental protocol was approved by
our internal IRB. They downloaded and ran the application
on their own computers. User specific thresholds were cal-
culated in run time and only those values were shared with
us. We collected data under 4 conditions - i) with spectacles
(W S), ii) Without spectacles (W o0S) iii) Artificial light (AL)
where data was collected under florescent lights and iv)
Natural light (N L) where data was collected under daylight.
Each session comprises of three steps as explained below:

Step 1 - Data for deriving personalized thresholds - a
white screen appears with a black ”+” at the center and 5
beep sounds (2500 Hz of 500ms duration) occurred. Users
had to blink as soon as they hear the beep and the eye
video was captured. Next, the annotation screen appeared and
users annotated the frames containing blinks. User specific
threshold values were derived from the video and stored.

Step 2 - Simulated blink - Here we followed same protocol
as step 1. In total, 6 beeps with variable inter-beep gaps were
played. No annotation screen was shown in this step. The
data collected was used to analyze the system performance
for detection of simulated blinks.

Step 3 - Natural blink - Stimulated blinks have somewhat
known patterns in terms of occurrence, duration and inten-
sity. Thus, we analyzed the performance of our system for
natural blinks. Here, the users were free to blink naturally
and then enter the number of blinks in the application as

the ground truth. Three such trials were conducted one after
another.

C. Test phase - real time detection of eye blinks

The videos collected in step 2 and step 3were processed
frame by frame to construct FAR time series and perform
baseline correction. These E AR values were compared with
user specific thresholds and a decision (blink or no-blink)
was taken. For each detected blink, corresponding blink
amplitude and duration were also reported.

TABLE I: Average Fscore (SD) of proposed system and compari-
son with SOA approaches

Methods With W/o Artif. Nat. Simu. | Nat.
spec spec light light blink blink
Annotation | 0.81 0.89 0.85 0.87 0.86 0.85
based (Al) | (0.26) (0.19) | (0.22) (0.22) 0.2) (0.26)
Threshold 0.97 0.98 0.98 0.98 0.94 0.97
based (A2) | (0.07) (0.03) | (0.04) (0.05) (0.18) (0.1)

Signal level 0.98 0.99 0.98 0.98 0.95 0.98

based (A3) | (0.05) | 0.03) | ©0.04) | 0.04) | (0.18) | (0.11)
088 00 001 087 085 |09
SOALIBL | 015y | 015 | 0.14) | 0.17) | 024) | (0.15)
048 037 [ 04T 1[040 [028 [ 045
SOAZI341 | 037) | 038) | (04) | (037) | (0.28) | (0.4)
060 107 074 067 071 068
SOA3I231 | (036) | (033) | (034) | (034 | (0.34) | (0.35)
IV. RESULTS

System performance for two types of light (NL and AL),
two types of blinks (simulated and natural) and usage of
spectacles (WS and WoS) were analyzed using Fieore
which is the harmonic mean of precision and recall. Av-
erage Fi.ores across participants for various scenarios are
presented in Table I. It is observed that, approaches A2
and A3 perform similarly giving maximum Fj.,.. across
all scenarios. We also compared our approaches with few
state of the art approaches. Huda et al. [33] (SOA1) and
Mallikarjuna [34] (SOA2) have used fixed threshold values
of 0.24 and 0.3 respectively whereas A. Mohammed used
HAAR classifier [23] (SOA3) based approach. We applied
these SOA approaches on our dataset and the average Fls.ores
across participants are presented in Table I. The F.opes for
various scenarios across participants using our approaches
and SOA approaches are shown in Fig. 6. It is seen that
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Fig. 6: System performance using proposed and SOA approaches
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Al is performing similar to SOA1, however, A2 and A3
outperforms all SOA approaches. Thus, we conclude that our
approach is performing significantly better than the SOA.

TABLE II: System performance (Fscor.) for Eyeblink8 dataset

Approach | Al A2 A3 | SOA1 | SOA2 | SOA3
Average 055 | 091 | 0.86 | 0.62 0.25 0.21
SD 0.26 | 0.06 | 0.11 0.25 0.27 0.26

Finally, we analyzed the performance on publicly available
Eyeblink8 [35] dataset. SOA1, SOA2 and SOA3 have also
used this dataset. The dataset contains blink data from 8
participants and annotations as ground truth. Results obtained
using our approaches are given in Table II. The data set has
varying sizes of data for different users ranging from 2.5
minutes to 9 minutes and three participants have recordings
for less than 3 minutes (minimum is 2 min 40 sec.). To
bring uniformity across participants, we selected a frame
size of duration 2 min 30 seconds. The first 60 seconds
of data was use to personalize the system. It is observed,
that both A2 and A3 outperform SOA approaches for this
dataset also, however, since A3 relies on self-annotation, it
did not perform well compared A2. Thus,A2 is more robust
compared to A3.

V. CONCLUSIONS AND FUTURE SCOPE

Camera based approaches are used by researchers to detect
eye blinks. However, accuracy of such camera based systems
varies a lot across participants and external conditions. In the
present work, we have proposed a camera based personalized
system for detection of eye blinks in real time. Three
approaches have been proposed for personalization which
were validated on a set of video data collected under vari-
ous conditions like with/without spectacles, artificial/natural
light, and natural/simulated blinks. We also analyzed the
performance of the proposed system on Eyeblink8 dataset.
Results show that proposed signal level based approach and
threshold based approach are good and outperform state of
the art approaches. However, Threshold based approach is
the most robust one, as it does not require any manual
annotation for personalization. The proposed system can be
implemented in any computers having an internal or external
webcam and hence is easy to deploy. In future, we would
like to use the proposed system in various applications like
assessment of human cognition, behavior and so on.
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