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Abstract— Magnetic resonance imaging (MRI) is widely used
in clinical applications due to its ability to acquire a wide
variety of soft tissues using multiple pulse sequences. Each
sequence provides information that generally complements
the other. However, factors like an increase in scan time or
contrast allergies impede imaging with numerous sequences.
Synthesizing images of such non acquired sequences is a
challenging proposition that can suffice for corrupted acqui-
sition, fast reconstruction prior, super-resolution, etc. This
manuscript employed a deep convolution neural network (CNN)
to synthesize multiple missing pulse sequences of brain MRI
with tumors. The CNN is an encoder-decoder-like network
trained to minimize reconstruction mean square error (MSE)
loss while maximizing the adversarial attack. It inflicts on
a relativistic Visual Turing Test discriminator (rVTT). The
approach is evaluated through experiments performed with the
Brats2018 dataset, quantitative metrics viz. MSE, Structural
Similarity Measure (SSIM), and Peak Signal to Noise Ratio
(PSNR). The Radiologist and MR physicist performed the
Turing test with 76% accuracy, demonstrating our approach’s
performance superiority over the prior art. We can synthesize
MR images of missing pulse sequences at an inference cost of
350.71 GFlops/voxel through this approach.

I. INTRODUCTION
Magnetic resonance imaging (MRI) is popular for anatom-

ical and pathological investigation of the internals of the
human body, offering high contrast delineation of soft tissue
and pathology. MRI generally excites hydrogen atoms with
a specific pulse sequence to eliminate its density per unit
volume in the tissue to visualize it as an image. Each
sequence of MRI provides complementary information, such
as the T1 weighted sequence delineates gray and white matter
in the brain, while the T2 weighted sequence delineates
fluid from cortical tissue. Such multi-sequence MR provides
rich diagnostic information to physicians. Each additional
sequence is associated with an increase in acquisition time,
cost, prolonged examination time, which is particularly chal-
lenging for the young and elderly patients undergoing such
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Fig. 1: Framework for learning a convolutional neural net-
work (CNN) to generate missing or corrupt sequences of
MR

investigation [1]. Noise or artifacts also sometimes render
such sequences diagnostically unusable at times [2].

Challenges: Acquiring all possible MR sequences is chal-
lenging for various reasons such as insufficient scan time,
artifacts, inappropriate machine parameter settings, and aller-
gies due to specific contrast agents. This leads to inadequate
MR image data acquisition, which further adversely affects
the quality of diagnosis and treatment. This also affects many
downstream data analyses, where it presumes particular pulse
sequences to perform the required task. Redoing the scan to
acquire the missing or corrupt sequence is impractical due to
its expensive nature of the acquisition, longer waiting time
with life-threatening cases, and rapid changes in the anatomy
of the region in between scan times due to highly active
anomalies such as glioblastoma. Hence, it is highly desirable
to acquire any missing or corrupt sequences without having
to re-scan them completely. In this manuscript, we have
implemented a framework (presented in Fig. 1) to simulate
missing or corrupt MR pulse sequences from the available
MR pulse sequences.

Our approach: It is classically assumed that on account
of linear independence between sequences, it is impossible
to get one MR sequence from the other MR sequences.
Here, we implemented a learning-based method to simulate
missing or corrupt synthetic MR sequences from the other
available MR sequences. Since tissues are physiologically
and pathologically the same, resulting in different MR se-
quences, we may generate the missing signal from the other
signals assuming a higher-order common embedding space
between them. We provide hierarchical encapsulation of such
higher-order latent entanglement to simulate a missing MR
signal assuming that the model can perform the one-to-
one mapping from the signals. This manuscript explores
an adversarial learning approach to synthesize images cor-
responding to unacquired or corrupt MR pulse sequences
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Fig. 2: Training Filler network to minimize distortion loss
between the real and synthetic MR sequence

from a given set of acquired sequences. We experimentally
demonstrate the ability of the network to synthesize missing
pulse sequences (maximum three missing sequences) using
the available MR sequences (at least one available). The
outcome is anticipated to be useful for treatment planning,
reconstruction prior estimation, magnetic field inhomogene-
ity estimation for image quality correction [3].

II. PRIOR ART

Single pulse sequence based synthesis: The atlas-based
method has been proposed [4] to synthesize T2 weighted
image of the head using the T1 weighted image, with the
objective of correcting distortion in diffusion-weighted MR
image. Local patch-based search on a dictionary of paired-
pulse sequences has been used for synthesizing images for
a missing pulse sequence [5], followed by joint dictionary
learning approaches [6]. In REPLICA [7], a method is pro-
posed to predict the intensity of the alternate tissue contrast
from the given tissue by learning nonlinear regression. Yu
et.al [8] integrate edge information to improve texture and
content structure.

Multi pulse sequence based synthesis: Random for-
est regression-based multi-model synthesis has been pro-
posed [9] for the reconstruction of FLAIR sequence given
T1, T2, and PD weighted images. Auto-encoder-based multi
input-output models have been proposed in [10]. Gener-
ative Adversarial Network (GAN) based techniques have
been proposed in [11] where a loss term is introduced to
reproduce vascular structure. To preserve intermediate to
high-frequency details and to enhance the quality of the
synthesized sequence employing an adversarial loss, multi
input-output variants of the GAN model have been proposed
in [12], [13].

III. METHOD

We consider the task of synthesizing images corresponding
to missing or corrupt MR pulse sequences. A 2D axial slice
from the scan ŷ is fed to the network as a 3D tensor sized c×
m×n where c is the number of unique MR pulse sequences
and m × n is the spatial size of the slice. This experiment
considers c = 4 with the pulse sequences being T1, T1c,
T2, and FLAIR. In this tensor, any missing pulse sequence
is represented as a m×n sized zero tensor. This manuscript
proposes a three-stage learning framework as follow:

Stage 1: The CNN Fillernet(.) generates a c × m × n
sized tensor o = Fillernet(ŷ) from a similar sized tensor

Fig. 3: Training of rVTT (D) to discriminate between the
channels of real and generated images

Fig. 4: Adversarial training to enhance the quality of SMRI

as close to RMRI

y as described in Fig. 2. The goal is to minimize the MSE
loss JFiller(.) between o and the tensor of real MR images
y.

Stage 2: A relativistic visual Turing test discriminator,
implemented with a CNN, learn to discriminate between
y and o, when presented as a pair in randomly shuffled
order of channels. The objective is to minimize JD(.) while
updating parameters of D(.) with ∇JD(.) as shown in
Fig. 3, where D(.) is discriminator. This assesses the subtle
pairwise difference in visual perception between the original
and synthesized image of an MR pulse sequence, which is
distinct from the distortion loss described in JFiller(.).

Stage 3: Finally, at stage 3 (Fig. 4), the filler network
Fillernet(.) parameters are optimized by minimizing the
adversarial loss Jadv(.) = −αJD(.) and thus learn to syn-
thesize images of missing MR pulse sequence (SMRI ) which
closely resembles those from a real MR pulse sequence
(RMRI ). The impact of incorporating the adversarial loss
using visual Turing test discriminator in learning is clearly
noticeable in Fig. 5, where high-frequency details are evident
in the synthesized images.

Architecture of the networks: An encoder-decoder like
CNN architecture [14] is utilized for synthesizing missing
pulse sequences Fillernet(.). Here, the encoder block has
similar architecture as the VGG-11 network [15]. Activa-
tion concatenation of matched layer between encoder and
decoder is performed, and max-pool indices are transferred
(for depth matched unpooling of activation) at the decoder.
We have used ReLU and batch normalization after every
convolutional layer. Combining the pre-train VGG network
for an encoder, activation concatenation techniques, and max-
pool index transfer improves the ability to reconstruct fine
grain structures.

The rVTT is another CNN with five convolution layers. It
contains a convolution kernel of 3×3 and is interleaved with
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Fig. 5: Qualitative comparison of generated images using
with- and without rVTT

a batch-normalization layer followed by non-linear leaky
ReLU. Finally, the Sigmoid activation function is added
to predict the segmented output from the terminal layer.
There are 8 channels at the first layer, and in subsequent
layers, channels are multiplied by a factor of 2. The network
terminates with a two-neuron fully connected output layer.

IV. EXPERIMENTS

Dataset: The performance is evaluated on multi-modal
brain tumor segmentation challenge 2018 (BratTs 2018) [16]
data-set. It consists of 285 volumes of 19 different subjects
containing glioblastoma (GBM), lower-grade glioma (LGG),
and high-grade glioma (HGG) cohorts. Each volume contains
four co-registered MR pulse sequences such as T1, T1c, T2,
and FLAIR. The size of individual volume is 240×240×155.
190 out of 210 volumes of GBM/HGG used for training, 10
for validation, and 10 for testing. The intensity is normalized
within the range [0, 1].

Training setup: The filler and discriminator networks are
trained for 30 epochs with a learning rate of 1 × 10−5 and
Adam optimizer. Experimental analysis are performed with
1, 2 or 3 missing sequences and summarized in Table I.

V. RESULTS AND DISCUSSION

Qualitative: Synthesized images for missing one, two, or
three MR pulse sequences are presented in Fig. 6. The figure
shows that the synthesized images retain the high-frequency
information that delineates the gray and white matter and
preserves the tumor regions. It is also worthy to note that
the image for the sequence under test is synthesized with
equivocal efficacy across the experiments with up to three
missing pulse sequences. Further, slight visual superiority is
observed when only one sequence is missing compared to
two or three missing sequences.

Quantitative: Table I shows the overall statistics of
three quantitative metrics MSE, PSNR, and SSIM, for the
complete set of experiments. Synthesis of multiple missing
sequences is reported in [12] and comparison with our
approach is presented in Table I and Table II. From the above

TABLE I: Quantitative comparison of results on different
metrics for different combination of missing MRI sequences
(7: missing MR sequence, 3: available MR sequence)

T1 T1c T2 FLAIR MSE SSIM PSNR

7 3 3 3 1.5× 10−3 0.97 29.32

3 7 3 3 2.6× 10−3 0.96 28.42

3 3 7 3 1.5× 10−3 0.96 28.34

3 3 3 7 2.2× 10−3 0.95 27.56

7 7 3 3 7.4× 10−3 0.97 31.94

7 3 7 3 2.4× 10−3 0.97 28.25

7 3 3 7 1.9× 10−3 0.96 29.29

3 7 7 3 4.5× 10−3 0.96 28.65

3 7 3 7 1.7× 10−3 0.96 29.64

3 3 7 7 2.4× 10−3 0.95 27.04

3 7 7 7 3.4× 10−3 0.96 27.85

7 3 7 7 4.7× 10−3 0.96 26.62

7 7 3 7 2.7× 10−3 0.95 26.26

7 7 7 3 3.4× 10−3 0.94 26.37

Average (Our method) 3.2 × 10−3 0.96 28.23
Sharma et.al [12] 8.2× 10−3 0.91 24.79

TABLE II: Quantitative comparison of results with respect
to SSIM and PSNR for generation of T2 MR sequence from
T1 and vice versa

pGAN [13] Replica [7] Multimodel [12] Our method

SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR

T1->T2 0.95 27.19 0.924 24.64 0.94 25.09 0.96 28.62

T2->T1 0.94 25.80 0.92 24.49 0.93 23.78 0.95 27.26

tables, we observed that our method outperforms the best
prior art by a factor of 5.49% and 13.88% improvement in
terms of SSIM and PSNR for T1 and T2 synthesis.

Turing Test: A visual identification task was performed
involving MR physicists and Radiologists. A pair of real
and synthetic images for the different pulse sequences were
presented. Results indicated 76% accuracy in identifying
the real one from synthetic images. Particularly, in T1c
and FLAIR sequences, 50% of experts predicted real as
synthetics whereas 50% predicted synthetic as real MR
sequences. This indicates equivocal superiority in the re-
construction of our approach.

VI. CONCLUSION

The proposed framework utilizes an encoder-decoder-
based end-to-end deep convolutional neural network archi-
tecture. Here, the network reconstructs the missing or corrupt
MR pulse sequences by using available MR pulse sequences.
We observed use of a relativistic visual Turing test discrim-
inator network improves reconstruction quality by attacking
the filler network adversarially. As a result, we get an
enhanced reconstructed MR pulse sequence. The framework
further utilizes the pre-trained weight of VGG-11 to initialize
the filler network, and this provides a good starting point for
the network to optimize faster. In addition, the filler and
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Fig. 6: Qualitative analysis of experiments. First column of each row is real image and remaining columns are generated
images. (column names: available sequence, row names: generated missing sequences)

discriminator networks play a min-max game, resulting in a
perceptually significant improvement in reconstruction. Here,
the filler network utilizes the gradient from both the filler
and discriminator network during learning. The experimen-
tal results demonstrate that our method outperforms other
prior art, and there is significant quantitative improvement
in terms of PSNR and SSIM. Also, superiority is proven
through a visual Turing test involving practicing experts of
radiology reporting. We have presented qualitative results of
our method, substantiating the capability to synthesize any
combination of missing pulse sequence images.
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