
  

  

Abstract— Cancer research is increasing relying on data-
driven methods and Artificial Intelligence (AI), to increase 
accuracy and efficiency in decision making. Such methods can 
solve a variety of clinically relevant problems in cancer diagnosis 
and treatment, provided that an adequate data availability is 
ensured. The generation of multicentric data repositories poses a 
series of integration and harmonization challenges. This work 
discusses the strategy, solutions and further issues identified 
along this procedure within the EU project INCISIVE that aims 
to generate an interoperable pan-European federated repository 
of medical images and an AI-based toolbox for medical imaging 
in cancer diagnosis and treatment. 

Clinical Relevance— Supporting the integration of medical 
imaging data and related clinical data into large interoperable 
repositories will enable the development, and validation, and 
wider adoption of AI-based methods in cancer diagnosis, 
prediction, treatment and follow-up. 

I. INTRODUCTION 

Cancer remains one of the main causes of morbidity and 
mortality worldwide with a rising prevalence in the developed 
countries [1]. Medical decisions for cancer-related patient care 
both diagnosis and treatment, heavily rely on cancer imaging 
data. In addition, clinical, histopathological and other types of 
data complement screening of cancer patients.  This wealth 
and multitude of data for decision making creates human 
processing bottlenecks, while this is also an opportunity where 
computerized problem solving can contribute to efficiency 
and accuracy. 

AI, and Machine Learning (ML) as a main branch of AI, are 
emerging as key constituents in healthcare and medicine.  
Recent advancements in AI and ML have paved the way for 
the analysis of big datasets in a cost- and time-effective 
manner [2].  Cancer offers a unique context for medical 
decisions given not only its multidimensional and 
heterogeneous forms with evolution of disease but also the 
need to consider the individual condition of patients, their 
ability to receive treatment, and their responses to treatment. 
Deep learning has been widely used with massive imaging 
data fir diagnosis [3].   ML on the other hand can be used to 
developed predictive models that combine information from 
different sources, including clinical data and radiomics in 
order to improve decision making and thus lead to better 
patient management. To this end, AI and ML can be 
effectively applied to imaging data to recognize unique and 
complex features to facilitate automated assessments.  [4].  

Lately, the increasing consortia-based research has led to a 
better understanding of cancer etiology, diagnosis, treatment, 
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prognosis etc. shedding light into lifestyle, clinical, and genetic 
determinants of such pathologies and their outcomes. The 
employment of existing data sets (e.g. imaging) in 
combination with newly-produced/obtained types of data 
significantly enhance the management of salient health 
burdens in a more cost- and time-efficient way. However, in 
order to take the full advantage of the AI/ML technology in 
cancer research, interconnectivity, interoperability and 
harmonization challenges need to be addressed.  

The 42-month INCISIVE project (https://incisive-
project.eu/) aims to address these challenges. In particular, 
INCISIVE aims to address the data availability challenge, 
towards the wide adoption of AI solutions in health imaging. 
INCISIVE aims to aggregate and unify the fragmented cancer 
imaging datasets across European healthcare systems and 
institutions, characterized by a multiplicity of data sources, to 
enable the integration and full exploitation of current 
initiatives and isolated databases and to reach a critical mass 
of gathered data. Together with the generation of an AI-
toolbox, the end goal of the INCISIVE is the implementation 
of a pan-European repository of health images following a 
federated approach. In this respect the data harmonization 
constitutes a major pillar.  

Data Integration is the procedure of combining multi-source 
data in a single view. Data integration refers to the semantic 
integration of big data in order to be easily accessible, usable 
and updated. Prior to integration, a harmonization procedure 
must be applied, that results in a common data schema. 

Data harmonization, the process of evaluation and 
management of compatibility of data acquired from 
heterogeneous sources, arises as an important task in an effort 
to enhance both retrospective and prospective integrative 
analyses. Data harmonization is often a difficult process, as it 
is often heavily based on experience and tacit knowledge and 
consensus by multiple data providers [5]. As phrased in [6], 
“reproducibility of any one group's processes is 
questionable”, posing challenges related to available data and 
quality control processes, which will allow the unified analysis 
of the acquired data. 

A major goal for the INCISIVE harmonization procedure 
is to follow the FAIR principles [7]. This implies the provision 
of a well-described, searchable, uniquely identifiable and 
standardized imaging repository, accompanied by image 
metadata, which is supported by the data model proposed in 
this work. This data model will constitute the basis for 
facilitating the integration of multiple data sources. 
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This paper aims to present the methodology followed on 
integrating multi-source data into a common model and is a 
multiple steps procedure. This process ensures that different 
types of data from multiple sites can be linked, shared and 
reused in INCISIVE towards the harmonization of data 
collected from 9 data providers participating in the project and 
existing data from open databases.  

II.  DATA INTEGRATION – HARMONISATION METHODOLOGY 

The activities performed to achieve the data harmonization 
follow the best practices [8]. For imaging data in DICOM, this 
procedure mainly focused on the headers part. 

A. Types of INCISIVE Data  
The data collected during the lifetime of the project come 

from 5 different countries and 9 Data providers, while 4 cancer 
types are considered namely, lung, breast, colorectal and 
prostate. These data are divided in two categories, (a) clinical 
and biological data, and (b) imaging data.  

The first category, provided in structured text form, 
includes demographic and medical history data, histological 
and blood markers, treatment and tumor details, as well as the 
imaging acquisition protocol. The second category includes 
body scans in different modalities (MRI, CT, PET, US, MMG) 
DICOM format and histopathological images in png or tiff 
format. Imaging data in DICOM include besides the image, 
also the metadata related, among other, to the screening 
protocol and patient information.  

These data will be collected in distinct timepoints during 
the patients’ treatment: (1) Diagnosis, (2) after first treatment 
(surgery or therapy), (3) 1st Follow-Up (between 4 to 7 months 
after diagnosis), (4) 2nd Follow-Up (between 9 to 12 months 
after diagnosis). An overview of this approach is presented in 
Figure 1.  

 
In addition to the data collected inside the project, an 

extensive review of the available open databases was 
performed in order to investigate the type of data included, the 
de-identification and integration approaches followed, and, 
finally, integrate these datasets with the project’s data. The 
Cancer Imaging Archive (TCIA) [9] is an open-source archive 
that hosts oncology image data, annotation details as well as 

clinical information details, and genomic, proteomics, etc. 
These data collections are de-identified and organized 
according to image modality, target organ of the disease (e.g. 
lung cancer) or research focus. Following this categorization, 
we searched the archive and organized our findings. 

B. Data integration strategy 
As mentioned, the data are collected from different sites, 

spread in five countries and multiple sites, and thus various 
diversity issues arise. The clinical pathways followed, and the 
standards used in every site are different. To that end, the 
integration procedure applied focuses on 3 levels:  

1. Structural / Functional. A structure that will be able 
to embed all the information derived from each site 
has to be defined. This structure will represent the 
data model that will be used as the basis for the data 
collection. The challenge in this level was to identify 
the timepoints that the data will be collected and the 
subcategories deriving from the information 
collected. For each one of the subcategories, the 
fields of data included had to be homogenized to meet 
the different perspectives of the standards followed in 
each case.   

2. Privacy. All privacy issues that may arise during the 
collection of data have to be identified from the 
beginning. In clinical data category, such issues arise 
when it comes to dates of events and patient 
identification.  In imaging data, the DICOM header 
may contain dates and names, while in some cases 
such data are burned-in the images.  

3. Semantic. Another challenge identified was the 
harmonization of clinical data provided, in terms of 
terminology used for medication, tumor 
characterization, grading and staging. Since multiple 
standards can be used for these categories, a standard 
that will unify the differentiated data had to be 
defined and followed by all sites. 

C. Definition of an iterative procedure for non-imaging data 
integration 

In order to define the protocol and overcome the 
homogenization challenges in functional, semantics and 
privacy levels, an iterative procedure took place following the 
steps:  

i. Identification: Proposition of a template per cancer 
type based on bibliography and medical experience,  

ii. Review: The templates were circulated through the 
Data providers, reviewed and discussed,  

iii. Merge: A consensus of each template was extracted 
and discussed in a meeting to resolve 
homogenization issues,  

iv. Redefine: The data providers were asked to provide a 
sample case. The cases were reviewed for integrity 
and privacy issues  

v. Standardize: Standardization of the fields content 
and adopted terminologies based on medical 
standards as ICD-11, ATC,  

 

Figure 1 An overview of the INCISIVE data integration process 
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vi. Review and Refine: The templates were circulated 
again for verification.  

The resulting templates constitute the data collection 
protocol for the non-imaging data.  

D. Imaging data integration procedure 
The imaging data from all the DRs were analyzed in order 

to investigate the harmonization issues that may arise. The first 
step for the harmonization consists the analysis of the 
anonymization methodology applied. In this respect, the 
metadata of all DICOM files were processed and a list of all 
the attributes that are defined in ][10] regarding the 
confidentiality profile, for each DP, was created. A similar 
approach was followed for the identification for the open DBs. 
Towards this goal all the databased, from the Cancer Imaging 
Archive, addressing one of the cancer types of interest were 
identified and a list of the DICOM metadata fields related to 
anonymization was created. All those lists were compared to 
identify the differences on the anonymization procedure 
applied according to the imaging modality and the data 
provider. The methodology followed in each cases was 
compared with the DICOM anonymization standards. 

As a next step, additional attributes related to the image, 
such as Field of view, slice thickness etc. will also analyzed 
for harmonization purposes. 

 
III. RESULTS 

A.  The templates and data model 
The templates resulting from the iterative procedure 

constitute the data model that will be followed for the data 
collection. Figure 2 depicts the overall structure of this model. 
The data are classified in 3 levels: (i) Demographics, which 
contains personal information of the patient and medical 
history, (ii) Timepoints, which contains information about the 
tumor characteristics resulting from scan examinations, the 
progression and the status of the patient in various timepoints, 
Actual scan examinations are included in the timepoints and 
linked with the findings, (iii) information about histopathology 
findings, treatment and blood tests connected to each 
timepoint. 

Of note, the metadata in each timepoint are split into 
mandatory and optional ones. As mandatory we consider the 
patient, tumor/cancer and treatment profiles as well as an 
imaging examination and as optional the blood and 
histological examinations, medical history, metastases and 
other signs. This mandatory information was selected as they 
provide the patient profile, demographics and diagnosis, which 
are the necessary information needed for the data analysis 
together with imaging scans. For example, a minimum set of 
information for a breast cancer patient could be: “Woman, 50 
years old, with Invasive Ductal Carcinoma grade 3, BIRADS 
classification: 6, with a tumor of 13 cm maximum diameter, in 
UIQ of left breast, identified by Mammography. 

B. The privacy issues  
 Regarding the timepoints and events, all dates were 
transformed into months from diagnosis. With regards to the 
patient identification, the data were pseudo-anonymized. A 
random unique id was assigned to each patient in order to 
connect the different types of data and make them findable. 
 As regards the anonymisation of DICOM images, 
DICOM part 15 [10] lists the metadata attribute fields that 
must be modified while different confidentially profiles may 
be applied on each of them. This approach does not allow the 
identification of the patient while all the information needed 
for the analysis is retained or protected.  
 Apart from the DICOM images, other types will also be 
available, such as histopathology images. Those images are 
obtained using common photographic devices adapted on a 
microscope and thus no personal information is included. The 
name of the file is also modified based on a hashing algorithm 
to avoid any personal information to appear.  

C. The standardization and quality issues 
Based on the analysis of the available imaging data, it was 

observed that diverse anonymization methods applied by each 
data provider. The application of the same de-identification 
method will ensure the successful integration of data. In this 
respect the DICOM standards is adopted which described in 
detail the action be taken for each attribute which could be 
used for the identification of the patient.  

In terms of terminology unification, specific standards 
were proposed to achieve the data homogeneity: (1) ATC 
codes for medications, (2) ICD-11 for cancer classification and 
tumor characterization, (3) consensus decisions based on prior 
experience, as for example the type of tumor classification 
(Stage, TNM, T-plus). Using these standards for the 
terminology in data collection, the model proposed ensures 
interoperability. 

Given the diversity of the information that may appear in 
each of the data sources, an integration quality check tool is 
needed. Quality control tests are foreseen to ensure data 
quality, overcome dissimilar formats, availability with respect 
to adequate and uniform sampling, and to assess whether the 
harmonized data fall within expected value ranges. This tool 
is envisioned as a rule-based engine, following the constraints 
defined within the INCISIVE domain, in order to identify 
whether data follow the data harmonization requirements 
defined (e.g. follow the same anonymization protocol, include 
all the mandatory fields, and encodings, etc.) as well as the 

 
Figure 2. Cancer Imaging Data Model . 
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integrity and consistency of them. This approach is regarded 
as complementary to the data export and anonymization 
approach followed by each data provider. 

D.  Are open data integratable and usable? 
After a review of the available data in TCIA, 27 collections 

were identified, specifically: 12 for breast cancer, 23 for lung 
cancer, 11 for prostate cancer and 5 for colon cancer. These 
collections include DICOM supported and/or histopathology 
image data and other types of data associated with the images 
of the disease. We categorized these findings based on the 
image modality used in each dataset, what other non-image 
data are available - clinical or annotations (which includes 
every type of data that characterizes the cancer images), cancer 
type and the clinical timepoints of the image data. An 
overview of the result is presented in Table 1. The purpose of 
this review is to clarify if it is possible to integrate the data of 
the cancer archive in the final repository that will host the data 
that will be collected during the span of the project. This task 
needs further investigation, but initial results showed there are 
datasets that can be integrated and utilized for the training of 
AI models, based on the data fields they share with the 
project's data templates. For example, a few datasets have 
multiple clinical timepoints for the medical images, which is 
valuable information for modeling and predicting the 
trajectory of the disease. Another relevant example of a usable 
dataset is one which contains information about the patient’s 
treatment response. 

TABLE I.  OVERVIEW OF THE AVAILABLE DATA IN OPEN DATASETS 

 Breast Lung Prostate Colon 

Databases 12 23 11 5 

MR 7  10  

CT 3 17 2 2 

PT 2 7 2  

US   1  

MG 5    

other  2 1 1 

Histopathology 4 5 3 2 

Clinical 12 8 2 3 

Omics 2 7 1 2 

Annotations 7 9 6 1 

Timepoints 8 7 6 1 

IV. CONCLUSION 
Quantitative analysis in medical imaging, via the 

calculation of radiomics features, is an emerging field of 
research and particularly in cancer. AI in cancer research 
promises to improve the automated quantification of 
radiographic images [Simon]. Predictive models have been 
implemented for the discrimination of benign and malignant 
lesions, prognosis, response to treatment and grading. In order 
to achieve robust models and reduce bias, the need to be 
trained with large qualities of diverse data, and thus large 
multicentric data repositories are needed, to comprise the 

basis of AI models.  
The integration of data coming from different clinical sites 

can facilitate cancer research, in terms of data volumes and 
data bias, and leverage the adoption of AI in clinical routine 
towards improving workflows’ efficiency and effectiveness. 
This work discusses the ongoing effort for data integration, 
and challenges in doing so, and the strategy to establish a 
smooth integration procedure for a European cancer data 
repository. Current efforts focus on the imaging data privacy 
quality issues and the non-imaging data structural, privacy 
and semantic issues. A data model, including mandatory and 
optional data is proposed, along with an anonymization 
strategy. These are currently being incorporated in a quality 
tool that is expected to help in the integration process. 

Further harmonization approaches are necessary in order to 
improve the validity and clinical importance of the 
multicentric AI/radiomics analysis, including imaging 
protocols and vendors, and histopathology procedures. 
Annotation of images requires a level of standardisation to 
increase their employability in an analytics pipeline. 
Harmonisation of radiomics features (not data) consitutes an 
additional approach [11] as in ComBat system. Next steps in 
the integration procedure will consider incorporation of these 
approaches. 
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