
  

  

 
Abstract— Non-small cell lung cancer (NSCLC) is a type of 

lung cancer that has a high recurrence rate after surgery. Precise 

prediction of preoperative prognosis for NSCLC recurrence 

tends to contribute to the suitable preparation for treatment. 

Currently, many studied have been conducted to predict the 

recurrence of NSCLC based on Computed Tomography-images 

(CT images) or genetic data. The CT image is not expensive but 

inaccurate. The gene data is more expensive but has high 

accuracy. In this study, we proposed a genotype-guided 

radiomics method called GGR and GGR_Fusion to make a 

higher accuracy prediction model with requires only CT images. 

The GGR is a two-step method which is consists of two models: 

the gene estimation model using deep learning and the 

recurrence prediction model using estimated genes. We further 

propose an improved performance model based on the GGR 

model called GGR_Fusion to improve the accuracy. The 

GGR_Fusion uses the extracted features from the gene 

estimation model to enhance the recurrence prediction model. 

The experiments showed that the prediction performance can be 

improved significantly from 78.61% accuracy, AUC=0.66 

(existing radiomics method), 79.09% accuracy, AUC=0.68 (deep 

learning method) to 83.28% accuracy, AUC=0.77 by the 

proposed GGR and 84.39% accuracy, AUC=0.79 by the 

proposed GGR_Fusion. 

 
Clinical Relevance—This study improved the preoperative 

recurrence of NSCLC prediction accuracy from 78.61% by the 

conventional method to 84.39% by our proposed method using 

only the CT image. 

I. INTRODUCTION 

Non-small cell lung cancer (NSCLC) is a type of epithelial 
lung cancer that is different from small cell lung cancer 
(SCLC) [1]. Of all lung cancer patients, more than 80 percent 
had NSCLC [1]. The doctors prefer to treat patients with 
surgery, despite there being several rounds of chemotherapy 
before the surgery. The patient may still be at high risk of 
tumor recurrence after the surgery [2]. The preoperative 
recurrence prediction can help the doctor to be prepared [2]. 

Recently, several machine learning methods have been 
proposed for the preoperative prediction of NSCLC recurrence 
based on genetic and radiomics information (computed 
tomography, CT image) [3-12]. Lambin et al. proposed the 
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radiomics method that used the medical image to extract many 
quantitative image features and used them for the computer-
aided diagnosis proposed [3]. The radiomics methods use only 
radiomics information (CT images) as their input. In [10], 
Wang et al. used the radiomics method to predict the 
recurrence of NSCLC using the principal component analysis 
(PCA) technique as the feature selection and classified by the 
various machine learning methods. In [11], Lee et al. used 
relief-F as feature selection and classified by the various 
machine learning methods. In [12], Christie et al. used LASSO 
as the feature selection and classification. However, the 
radiomics-based methods tend to have lower prediction 
accuracy. In [7], Aerts et al. reported the association of the 
handcrafted features and underlying gene expression 
association. Many recent studies attempted to use genetic-
based information instead of using only the image for the 
diagnosis to increase the prediction accuracy [8][9]. For the 
genetic-based methods, they have their high costs as the 
limitation because the genetic examination is a high 
complexity test [8] and they are invasive diagnostic methods. 
In our previous work, we proposed a genotype-guided 
radiomics method (henceforth GGR) [13] to improve the 
prediction accuracy of the existing methods which use only the 
CT image [3-12]. The GGR consists of two models. The first 
model is gene estimation. This model will estimate the gene 
expression information from the CT images using deep 
learning-based. This model will work for each gene 
individually and do repeatedly for all related genes to avoid 
memory limitation. The second model is recurrence 
prediction. This model will use the estimated genes expression 
from the output of the first model to predict the recurrence. In 
the training phase, the GGR needs both CT image and gene 
expression data to create the mapping function. In the testing 
phase, the model needs only the CT image as input. The model 
uses the mapping function from the training phase to estimate 
the genes and use the estimated genes to predict the recurrence 
of NSCLC. In this paper, we further propose a deep genotype-
guided radiomics fusion (GGR_Fusion) model, which is the 
improved version of the GGR by fusing the extracted 
radiomics features with the estimated genes data instead of 
using only estimated genes in the second model to improve the 
accuracy of the GGR. 
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II. MATERIALS AND METHODS 

The proposed GGR method consists of three parts: (1) 
image preprocessing, (2) feature extraction and selection 
(input features), and (3) prediction model. Unlike the existing 
traditional radiomics-based method, which uses a single model 
to predict the recurrence from the CT images, the GGR method 
consists of two models. The first model was created for gene 
estimation from CT images using handcrafted features and 
deep learning-based features, this will estimate a single gene 
for each time it runs, and repeatedly work for all related genes, 
and the second model is used to predict the recurrence using 
the estimated genes from the first model output [13]. 

The GGR_Fusion is developed from the GGR structure. It 

also consists of three parts: (1) image preprocessing, (2) 

feature extraction and selection (input features), and (3) 

prediction model. The main contribution of this technique is 

in the third part. We maximize the performance of the GGR 

by adding the shortcut of the data flow to allow the feature 

directly fed into the recurrence prediction model. In other 

words, we fuse the extracted features with the estimated genes 

from the gene estimation model. The workflow of GGR and 

GGR_Fusion is presented in Figure 1. 

To make the experiment, all methods were trained using 

the NSCLC public radiogenomic dataset [14], which includes 

both CT images and corresponding gene data. The important 

idea of the proposed methods (GGR [13] and GGR_Fusion) 

is that we only require CT images to predict recurrence, while 

the models are training by pairs of gene data and CT images 

in the training phase to create the individual mapping function 

between each related gene and CT image using the deep 

learning model. 

A. Dataset 

In this research, we verify on a radiogenomics dataset of 
NSCLC [10], which now has open public access in The Cancer 
Imaging Archive (TCIA) [15]. This dataset was collected from 
211 subjects. The data of every subject included CT image 
data and gene data [16][17]. 

B. Image Feature Extraction and Selection 

Before the feature extraction procedure, we select the slice 
with the largest tumor mask area and select the adjacent above 
and below slices (three slices were selected in total). We cut 
the intensity information outside the range from -1000 HU to 

+400 HU (Hounsfield Unit), which covered the information 
that we want from the CT image [17]. We then normalized the 
value in the entire three slices to the value with a range from 0 
to 255 using a linear transformation. In each CT image, the 
segmentation data attached to the CT image proceeds to 
multiply. We then cropped the area outside the bounding box 
around the masked image and resized the cropped image to 
224 × 224 pixels. Next, the feature extraction must be 
performed. 

In the handcrafted feature extraction, we extract the 
features based on gray level co-occurrence matrix (GLCM) in 
4 directions, 0, 45, 90, and 135 degrees, and histogram-based 
statistics [18]. In the calculation of each part, Laplace of 
Gaussian (LoG) has been performed with five different 𝜎 
values. Finally, 450 handcrafted features were extracted. Then 
select the related features using F-test [19], 12 handcrafted 
features are taken into account. 

In the deep feature extraction, we applied the pre-trained 
ResNet50 structure [20] without a fully connected layer using 
the ImageNet dataset [21] to the feature extraction part. The 
NSCLC recurrence-related output features extracted from the 
ResNet50 will be selected using the F-test method as the 
feature selection. Finally, we obtain the related deep features 
which ready to be the inputs of both GGR and GGR_Fusion. 

C. Gene Selection 

We apply the feature selection methods to select the 
relevant genes. The methods used to select the corresponding 
genes in this study are including non-selected, LASSO [18], F-
test (ANOVA) [19], CHI-2 [22], and the intersection of 
LASSO, F-test, and CHI-2. For F-test and CHI-2, we set the 
threshold at P-value < 0.02. We made a comparison of all 5 
methods, including the nonselected method, and use the best 
efficient method as the gene selection. Finally, the intersection 
of the three methods has been chosen. By this method, we 
selected 74 related genes. The detailed results will be reported 
in Sec. 3. 

D. Gene Estimation 

In both GGR and GGR_Fusion, the gene estimation 

models are similar. They both use the deep neural network 

(DNN) regression model to estimate genes using the extracted 

deep feature as shown in Figure 2. A single DNN regression 

model will be declared to create a mapping function between 

a CT image of a patient and a gene. To estimate all the 

 

Figure 1. Overview of deep genotype-guided radiomics (GGR; without shortcut) and deep genotype-guided radiomics fusion (GGR_Fusion; with 

shortcut) for recurrence prediction of NSCLC. 
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relevant genes, multiple DNN regression models must be 

created. The learning rate was set to 5e-6 to fit all gene 

estimation models. The mean square error loss was used as 

their loss function. As we described in Sec. 2.3, we select 74 

genes to reduce the computation cost and enhance the 

prediction accuracy, the 74 same structure regression models 

are declared for all 74 genes with different weights. 

E. The Recurrence Prediction 

The recurrence prediction model is a two-class 

classification model (i.e., recurrence or non-recurrence). This 

proposed second model (model 2) is declared to predict the 

recurrence of NSCLC. The GGR_Fusion is trying to improve 

the performance of the GGR bypassing the features directly 

to model 2. We predict recurrence using a combination of the 

estimated gene data, handcrafted features, and the deep 

learning features as input. The learning rate was set to 0.05. 

The binary cross entropy loss was used as its loss function. 

The details of the GGR_Fusion’s model 2 showed in Figure 

3.  

III. EXPERIMENTS 

Every experiment in this study is performed based on 10-

fold cross-validation to find the average accuracy. The area 

under the receiver operating characteristic (AUC) [23] is also 

provided to assess the efficiency. The Keras-GPU library 

version 2.2.4 on Python 3.6 was used to perform these 

experiment’s actions. The related work models are compared 

with the GGR and the GGR_Fusion methods using the same 

control dataset. 

A. Gene Selection Results 

The results of gene selection performance are presented in 
Table 1. Since the method of intersection between the three 
methods and the F-test achieves the best and second 
performance ranking, respectively, we used 74 genes selected 
by the intersection of the three methods for our study. 

 

TABLE I.  PERFORMANCE OF THE RADIOMICS METHOD USING GENE DATA. 

Feature selection method Selected genes Accuracy 

Nonselected 5587 0.8141 

LASSO 1123 0.8297 

F-test 131 0.8689 

CHI-2 2325 0.8339 

Intersection of the three 74 0.8806 

B. Recurrence Prediction Results 

We show the summary results in terms of AUC in Table 2 
and the area of the receiver operating characteristic curve 
(ROC) in Figure 4. The proposed methods are marked by bold 
texts. As shown in Table II, the proposed GGR and 
GGR_Fusion outperform the conventional radiomics-based 
method [3], and deep learning-based methods [6]. 

TABLE II.  THE AREA UNDER THE RECEIVER OPERATING CHARACTERISTIC 

CURVE (AUC) OF THE GGR_FUSION COMPARED TO THE CONVENTIONAL 

METHODS. 

Methods ACC AUC 

CT-radiomics: PCA+DT [10] 61.36% 0.57 

CT-radiomics: PCA+RF [10] 68.18% 0.62 

CT-radiomics: PCA+SVM [10] 67.05% 0.58 

CT-radiomics: Relief-F+SVM [11] 68.18% 0.56 

CT-radiomics: Relief-F+RF [11] 67.04% 0.57 

CT-radiomics: LASSO [12] 61.36% 0.68 

CT-radiomics: F-test + ANN [5] 78.61% 0.66 

ResNet50 [5] 79.09% 0.67 

DenseNet121 [5] 77.36% 0.69 

GGR [13] 83.28% 0.77 

GGR_FUSION (proposed) 84.39% 0.79 

 

Figure 3. The model’s structures used to predict the recurrence using estimated genes in GGR_Fusion model. The grey numbers show the feature’s 
number that passes the process. 

 

Figure 2. The DNN regression model’s structure used to estimate a single gene in the GGR_Fusion. The grey numbers show the feature’s number that 

passes the process. 
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IV. DISCUSSION AND CONCLUSION 

In this study, we focused on NSCLC recurrence prediction 
using the CT image. As traditional radiological methods or 
newly proposed methods using only the CT image, the 
predictive performance is limited. From the experiments, we 
achieved AUC = 0.66 with conventional radiomics, AUC = 
0.68 for deep learning-based method (ResNet50). In this study, 
the GGR is proposed to enhance the accuracy from the 
conventional radiomics, and the deep learning-based by using 
deep learning to make the genotype guidance instead of 
directly predict the recurrence. We further proposed the 
GGR_Fusion that uses the mapping function between CT 
image and genes to enhance the accuracy. These two proposed 
methods only use gene information in the training phase but 
are not required in the testing phase because they can estimate 
by the mapped function themselves. Different from the GGR, 
the GGR_Fusion directly passing the extracted features from 
the CT image to the recurrence prediction model to maximize 
the accuracy and AUC from the GGR. This proposed method 
can improve the prediction accuracy from 78.61% 
(AUC=0.66) by the traditional CT radiomics method and 
79.09% (AUC = 0.68) to 83.28% (AUC = 0.77) by GGR and 
84.39% (AUC = 0.79) by our proposed method. Although the 
GGR and GGR_Fusion are shown significantly better 
prediction performance compared to the conventional 
radiomics-based and the deep learning-based methods, our 
new proposed cannot reach the accuracy of the genomic-based 
method. We performed experiments with real gene expression 
for the recurrence prediction and achieved AUC = 0.92 for 
gene-expression analysis and AUC = 0.93 for the combination 
between gene expression and CT image, which are higher than 
the proposed methods. 

In future efforts, we are going to improve the model 
performance and make them closer to the genomics-based 
methods but use only CT images. In the computational term, 
all GGR-based methods require large amounts of calculations 
because we must perform the individual estimation of 74 genes 
for a single patient.  
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Figure 4. Average ROC of recurrence prediction using GGR_Fusion 
compared to other state-of-the-art methods. 
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