
  

  

Abstract— Naming latency (NL) represents the speech onset 
time after the presentation of an image. We recently developed 
an extended threshold-based algorithm for automatic NL (aNL) 
detection considering the envelope of the speech wave. The 
present study aims at exploring the influence of different 
manners (e.g., “m” and “p”) and positions (e.g., “t” and “p”) of 
articulation on the differences between manual NL (mNL) and 
aNL detection. 

Speech samples were collected from 123 healthy participants. 
They named 118 pictures in German, including different initial 
phonemes. NLs were manually (Praat, waveform and 
spectrogram) and automatically (developed algorithm) 
determined. To investigate the accuracy of automatic detections, 
correlations between mNLs and aNLs were analyzed for 
different initial phonemes.  

ANLs and mNLs showed a strong positive correlation and 
similar tendencies in initial phoneme groups. ANL mean values 
were shorter than the ones of mNLs. Nasal sounds (e.g., /m/) 
showed the largest and those for fricatives (e.g., /s/) the smallest 
difference. However, in fricatives, 39% of NLs were detected 
later by automatic detections than by manual detections, which 
led to a reduced mean difference with mNLs. The signal energy 
of the initial phonemes, i.e., if they are voiced or voiceless, 
influences the form of the speech envelope: initial high signal 
energy is often responsible for an early detection by the 
algorithm.  

Our study provides evidence of a similar tendency in mNL 
and aNL according to different positions of articulation in each 
initial phoneme group. ANLs are highly sensitive to detection of 
speech onsets across different initial phonemes. The dependency 
of the NL differences on the initial phonemes will lose 
importance during progress evaluations in aphasia patients if 
the relative changes for each picture are considered separately. 
Nevertheless, the algorithm will be further optimized by 
adapting its parameters for each initial phoneme group 
individually. 
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Clinical Relevance— This underlines the feasibility to use 
automatic naming latency detection for the evaluation of 
patients with aphasia in a clinical setting as well as for practices 
at home during picture naming. 

I. INTRODUCTION 

Naming latency represents the speech onset time 
predicting a temporal process of word and phonological 
retrievals as well as speech production [1, 2]. Particularly, 
speakers with aphasia showed longer NLs than healthy 
speakers. Aphasia is referred to as language disorder which 
can affect understanding, reading, writing and speaking [3]. 
Word finding problems are the core symptom of all types of 
aphasia and have therefore a big influence on naming 
latencies. Our research group recently developed an extended 
threshold-based algorithm for aNL detection considering the 
envelope of the speech to be integrated in a mobile application 
for clinical use. The influence of different manners and 
positions of articulation on the differences between mNL and 
our aNL detection has not yet been investigated. 

NLs have been investigated as a parameter to predict a 
process of word retrieval, phonological encoding and speech 
production by measuring a speech onset time following a 
naming task [1, 4, 5]. The detection of naming latency can be 
made manually or automatically. Determining the NL 
manually is currently the gold standard and is set as the target 
for aNL detection algorithms. In previous studies, delays and 
errors of automatic detections of voice keys have been 
reported in measuring acoustic naming latencies [2, 6–8]. 
However, the development of automated software algorithms 
has improved sensitivity and accuracy of speech onset 
detections, which aims to replace efforts of manual work in a 
large data set [9, 10]. The open-source tool “Chronset”, 
published by Roux, Armstrong and Carreiras [10], uses in 
addition to the time signal also a time-frequency spectrogram. 
Out of these two signals, the time signal and the spectrogram, 
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six different features are generated. Every feature has its own 
time course and threshold. As soon as four of the six features 
of a specific signal exceed the threshold for more than 35ms, 
the NL is detected. The algorithm developed by Jansen & 
Watter [9] frames the time signal and contains five consecutive 
steps where the signal is analyzed in different ways. The main 
goal of all these steps is to differentiate parts of the signal with 
noise and parts with human speech with the help of different 
heuristic approaches: The signal is analyzed in different ways 
and if one step fails to detect speech or noise there are four 
more safety nets. The SayWhen algorithm also flags files 
which need to be manually reviewed because of uncertainty. 
To the best of our knowledge none of these algorithms has 
been integrated so far into a mobile application.  

Some researchers mentioned that different initial 
phonemes can influence automatic detections of naming 
latency when an automatic detection of voice key is used [11, 
12]. Particularly, the weak energy of initial phonemes such as 
voiceless fricatives, e.g., /f, s/, can be missed or be detected 
late in the automatic detection [2, 6]. Voiceless consonants, 
particularly the fricatives, produce a weak high frequency 
energy because they do not contain a low and clear frequency 
energy of voicing. As initial phonemes contain various 
phonetic and acoustic characteristics, each initial phoneme can 
represent different speech onset times according to the manner 
and position of articulation as well as to the vibration of vocal 
folds [2, 13]. Sakura and colleagues reported that aNL 
detections were more than 100 milliseconds later than mNLs. 
According to a study of reading monosyllables [14], mNLs 
were influenced by the manner of articulation (see Tab.1 for 
an overview of different manners), in which plosives (e.g., /p/, 
/t/, /g/) showed the longest latency than fricatives (e.g., /s/, /f/) 
and nasals (e.g., /m/, /n/). Voiced plosives (e.g., /g/) and 
fricatives had longer NLs than voiceless consonants (e.g., /p/). 
In addition, they presented the influence of the articulatory 
position in naming latency, in which alveolar positions were 
detected earlier than labiodental and interdental positions. 
From a clinical perspective, NLs of persons with aphasia 
(PWA) were reported to be longer than the one of people 
without aphasia. Long naming latency indicates a difficulty of 
semantic word retrieval as well as a difficulty of phonological 
encoding [15].  

Although automated algorithms have been enhanced in 
detecting naming latency, it has not been yet investigated how 
different characteristics of initial phonemes influence slower 
or earlier automatic detections compared with manual 
detections. The study aims to explore the effect of different 
manners and positions of initial phonemes on our automated 
detection algorithm. In order to do so, aNLs have been 
compared with mNLs, the gold standard, by categorizing 
initial phoneme’s subgroups.  

II. MATERIAL AND METHOD 

A. Subjects 
123 speakers (50 males, 72 females and 1 unknown) with 

the average age of 42.28 (range between 18 and 82 years) 
participated in the naming experiment. All speakers were 
bivarietal and spoke Swiss German (dialect) as first language 
and have learned Standard German (standard variety) at 
school. All speakers did not have speech and hearing 

disorders. All participants gave informed consent for the use 
of their audio and video data for research. 

B. Data collection 
Data collection was performed within a study testing 

images for name agreement using a specifically developed 
application. The naming task consisted in naming images with 
a single word beginning with a consonant. 118 images of 
single words (62 nouns and 56 verbs) with different subgroups 
of initial phonemes (see Table 1) were selected for the study. 
Each image was presented one by one to the participants in the 
following way: first a fixation cross was shown for 500ms to 
direct the attention of the participant to the screen. Then, a 
black screen appeared for 150ms before the image was shown. 
After the naming, the speaker could move to the next image, 
starting again with the fixation cross. In order to avoid a bias 
of item’s order in data collection, 8 different sets of image 
order were randomly applied to participants. Videos and 
audios were recorded, and time stamps saved for an optimal 
synchronization between recordings and image presentation. 

TABLE I.  MANNERS OF ARTICULATION, THE INITIAL PHONEMES 
BEING PART OF EACH ARTICULATION GROUP AND THE NUMBER OF 

RECORDINGS AVAILABLE FOR EACH PHONEME (SUB)GROUP. 

 
Manner of articulation: Plosive: airflow is totally blocked, the air accumulates in the vocal tract and 
gets released in the form of a burst; Fricative: sound made by air streams through narrow channel which 
generates a constriction of oral cavity; Affricate: is the combination of a plosive and fricative, first the 
airflow is fully stopped and then released as a fricative Approximant: airflow escapes mouth with less 
disturbance compared to other manner, Liquid made by airflows with the sides of the tongue while 
Glide made like a vowel movement from one to the other place of articulation; Nasal: like plosive 
manner, airflow is completely blocked during  releasing continuous airflow through the nose; Position 
of articulation: bilabial: formed by closure or near closure of the lips; alveolar: articulated with the 
tongue against or close to the superior alveolar ridge; velar: articulated with the back part of the tongue 
against the soft palate; labio-dental: articulated with the lower lip touching the upper front teeth; post-
alveolar: as alveolar consonants, but farther back in the mouth; glottal: sound made at the glottis 
between vocal folds; palato-alveolar: articulated with the blade or tip of the tongue raising toward just 
behind of the alveolar ridge; palatal: produced by holding the tongue high in the mouth toward soft 
palate; lateral: partial closure in the middle of mouth by the tongue with airstream along the side of the 
tongue; uvular: articulated with the back of the tongue against or near the uvula, farther back in the 
mouth than velar consonants. 

C. Data preparation 
Speech samples of the study consisted of 10359 audio files, 

which included only correct responses of target words. Each 
image had a single target word, which was counted as a correct 
response in the study. Non target reactions as well as 
recordings with loud nonverbal noises, which disturbed the 
automated algorithm of speech detection, were excluded from 
the analysis.  
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D.  Latency detection 
NLs were manually and automatically detected. For the 

manual detection, each naming latency was calculated as an 
interval by measuring the onset of the correct target speech 
response following the onset of the picture naming stimulus on 
the tablet screen. Naming latencies were measured using a 
speech analysis software, Praat1, which enables acoustic 
speech analysis by presenting wave form and spectrogram of 
audio data.  

For the automatic detection of the naming latency, an 
extended threshold-based approach, was implemented in 
Matlab2 considering three parameters. The first one is the 
threshold value, above which the signal is considered for 
analysis. The second one describes the duration of the 
envelope of the speech wave for which it must be over the 
threshold until it is considered as a full word. This allows to 
exclude short noises like sneezing or coughing. During human 
speech, the envelope of the speech wave can fall under the 
threshold for a certain time especially in long words. In 
consequence, a third parameter was implemented 
characterizing the time, the signal is allowed to be under the 
threshold before the end of the word. These three parameters 
were optimized with the available speech data from the study 
using the Nelder-Mead algorithm (fminsearch function from 
Matlab). The resulting values were 111.8ms for the minimum 
time the envelope must be over the threshold, 457.4ms for the 
maximal time under the threshold and 15.9% of the amplitude 
for the threshold itself. 

E. Statistical Analysis  
To investigate the accuracy of automatic detections, 

absolute mNLs and aNLs were statistically compared for the 
different initial phoneme groups and subgroups by analyzing 
correlations between mNL and aNL. Furthermore, the 
differences between mNL and aNL were calculated and 
statistically compared for the different subgroups of 

 
1 https://www.fon.hum.uva.nl/praat/, 2  https://mathworks.com 
 

initial phonemes as indicated in Table 1. To identify 
significant differences, Wilcoxon signed rank test was 
used. To measure the strength and directions of association 
between aNL and mNL, Kendall’s tau-b correlation analysis 
was applied by using IBM SPSS Statistics (version 26). In 
addition, examples of each phoneme group were chosen, and 
the speech signal visualized together with the identified 
threshold, the detected speech envelope as well as with the 
mNL and aNL. The difference between the two latencies were 
visually analyzed considering the initial phoneme. 

III. RESULTS 

NLs detected automatically (1151.59ms±639.64ms) and 
manually (1193.62ms±643.15ms) showed a strong positive 
correlation (Kendall’s tau-b, TB=0.88, p<0.0005). The 
different subgroups clearly show similar tendencies by 
subgroups (Fig. 1). While NLs of fricatives are in a similar 
range, plosives, affricates, approximants and nasals show 
higher variations within the subgroups. But the position of the 
articulation seems to make a difference as bilabial sounds have 
longer NLs than alveolar or velar sounds in each initial 
phoneme group. 

For the initial phoneme subgroups, the correlations of 
mNL and aNL were strong: plosives (TB=0.899), fricatives 
(TB=0.867), affricates (TB=0.912), approximants (TB=0.916) 
and nasals (TB=0.897) all at significant levels (p<0.0005). 

Distributions of negative and positive differences between 
mNLs and aNLs are shown in Fig. 2. ANLs were significantly 
different from mNLs (z=-57.694, p<0.0005): plosives (z=-
44.919), fricatives (z=-16.5), affricates (z=-12.294), 
approximants (z=-30.14) and nasals (z=-20.821) all at 
significant levels (p<0.0005). While nasal sounds showed the 
largest mean difference (101.68ms±55.95ms) and those for 
fricatives the smallest one (16.66ms±68.94ms), the algebraic 
sign of the difference has to be considered to evaluate the 

Figure 1: Mean of aNL and mNL in the different initial phoneme groups (error bars: +/- 2 standard error of the mean) 
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impact on the mean values (Fig. 2). About 23.5% of the data 
showed negative differences, mostly in fricatives (72%) (see 
Fig. 2). In detail, voiceless fricatives (e.g., /s/) accounted for 
97% of the negative difference in the fricative and voiceless 
plosives in contrast only for 75%. Such negative values led to 
reduced mean differences between mNLs and aNLs. When 
considering the differences between the manual and the 
automatic detection, one can see that in all groups the 
algorithm detected the beginning of the word earlier than the 
speech therapist. Only for fricatives the speech therapist often 
attributed the beginning of the word to an earlier moment than 
the algorithm. 

 Some typical and some extreme examples for the five 
initial phoneme groups are given in Fig. 3. Figure parts in the 
same row correspond to the same group: Plosives (Fig. 3 A. 
and B.), Fricatives (Fig. 3 C. and D.), Affricates (Fig. 3 E. and 
F.), Approximants (Fig. 3 G. and H.) and Nasals (Fig. 3 I. and 
J.). For each group one negative and one positive difference 
between the NLs is presented (Fig 3. A.-H.) except for the 
nasals for which nearly only positive differences exist (I., J.). 
Each graph shows the speech signal, the identified speech 
envelope, the threshold as well as mNLs and aNLs. 
Differences between mNL and aNL are indicated in each 
subfigure.   

In general, the envelope fits better for voiceless initial 
phonemes (Fig. 3 A., C.), double consonants (Fig. E) as well 
as for backward position sound (Fig. G.), i.e., with less signal 
energy than for voiced phonemes (Fig. 3 B., D.), single 
consonant (Fig. F.) and the frontal position (Fig. H.). While the 
signal to noise ratio did not have an influence on the aNL 
detection, outliers can have an influence on the calculated 
envelope (Fig. 3 H.). The beginning of the envelope is not only 
influenced by the initial but also by the following phonemes 
(Fig. 3 D.). For the nasals, which include only voiced 
phonemes, the automatic detection is nearly always earlier 
than the manual one. The bilabial nasal sound is likely to be 
described later than the alveolar sound in both detections 
(Fig.3 I., J.). 

IV. DISCUSSION 

Our results show that aNLs are sensitive to detection of 
speech onsets for different initial phonemes, but the tendency 
of manual and automatic detection is similar.  

Previous studies [12, 15] reported about the influence of 
manners and positions of initial phonemes on NLs as well as 
on the impact of the characteristics of different phonemes on 
both automatic and manual detections. Automatic detections, 
in previous studies, showed different tendencies from manual 
detections depending on phonemes due to automatic detection 
error. The position of articulation is another aspect to make a 
difference of NLs. For instance, bilabial sounds showed the 
longest NLs, following alveolar and velar initial phonemes of 
plosives in both detections. Alveolar positions were detected 
earlier than labio-dentals in fricatives and affricates. Further, 
voicing is an element to influence NLs, in which voiceless 
consonants had longer NLs than voiceless sounds in our study 
as well. In contrast to the previous studies, our automatic 
detection showed similar tendencies with the manual detection 
according to the different positions of initial phonemes. In 
addition, the automatic detection was, in average, 42ms earlier 
than the manual detection in considering only mean values. 
However, as presented in Figure 2, 23.5% of our data were 
detected later in the automatic algorithm, mostly in fricatives, 
while 76.5% was descried earlier in the algorithm than in the 
manual. Likewise, NLs of our data presented longer than those 
of previous studies with reading monosyllables because of the 
picture naming task with polysyllabic words.  

Another interesting result of the study is a tendency of negative 
and positive differences of manual and automatic detections 
between voiced- /b, d, g, v(w)/ and voiceless consonants /p, t, 
k, f, h, s, sch/. In plosives, 75% of negative differences were 
voiceless consonants while 97% of negative differences was 
voiceless sounds in fricatives. The tendency indicates that the 
automatic algorithm detected, on one hand, voiceless initial 
phonemes slower than the speech therapist. 

Figure 2: Distribution of the differences between aNLs and mNLs. Negative values indicate that the mNL was smaller than the aNL, 
i.e., that the algorithm detected the beginning of the word later than the speech therapist. 
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Figure 3: Examples for different phoneme groups: Plosive alveolar (A.; B.), Fricative labio-dental (C.; D.), Affricate alveolar (E.; F.), Approximant 
(uvular G.; alveolar H.), Nasal (bilabial I.; alveolar J.). 
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On the other hand, the algorithm descried voiced initial 
phonemes faster than the manual detection. The reason could 
be that the signals of voiceless consonants contain less or 
weaker intensity of energy in comparing with voiced sounds, 
which could impact on the algorithm to generate optimal 
envelopes differently. Additionally, double voiceless 
consonants /sp, st/ could make stronger and longer aspiration 
than single voiceless consonants in the beginning of a word, 
which could result in large negative differences of fricatives. 
The dependency of the NL differences on the initial phonemes 
will lose importance during a progress evaluation in aphasia 
patients considering NLs for each naming task separately.   

 ANL detection has already been investigated with 
different approaches. The already mentioned open-source tool 
“Chronset” [10] is available online or as Matlab source code. 
To evaluate their tool, a comparison between manual and 
automatic detected NL was performed (R2 = 0.97, offset = 
21ms; proportion of regression residuals within ±10ms range 
= 26%, SD = 90ms). Compared to the approach presented in 
this paper it is a very time-consuming procedure. The aNL 
detection algorithm SayWhen from Jansen and Watter [9] was 
originally implemented in Matlab and later transferred to 
Visual C++. The performance of the algorithm was tested 
compared to mNLs with 3940 files. 69.5% of the aNL’s were 
within 10ms compared to the NLs. Although nearly half of the 
data were flagged which means 1838 results would have to be 
reviewed. This is a drawback with respect to the algorithm 
presented in this paper. Neither “Chronset" nor the SayWhen 
algorithm is adapted for the integration in a mobile application 
with aNL detection for therapeutical use while the presented 
algorithm is intended for such a use. 

During further work, the algorithm will be improved in 
different areas to reduce the difference to the mNLs. One 
approach will be to the envelope function with the help of 
additional features considering the amount of noise such as the 
harmonic-to-noise ratio (HNR). With the help of this feature 
the filtering might be optimized. The lower the amount of 
filtering, the more similar is the slope of the envelope to the 
one from the original signal. Thus, too early detection can be 
reduced. A second promising approach is to adapt the values 
of the different parameters and to generate unique ones for 
every initial phoneme. Due to the fact, that the initial phoneme 
and the articulation manner and position for every expected 
word is known, this could help to improve the performance of 
the automatic detection algorithm. In addition to the 
improvements already mentioned, also the use of an automatic 
speech recognition (ASR) software will be investigated. The 
advantage would be to narrow the analyzed signal part down 
as the target word is recognized within the recording. An ASR 
algorithm will bring up the time point of the detection of onset 
of the word, thus further helps to automatically locate the NL. 

V. CONCLUSION 
Our study provides evidence of a similar tendency in 

manual and automatic detection of NLs with our extended 
threshold-based approach. Compared to already established 
aNL detection algorithms, the presented algorithm seems to be 
more robust regarding the standard deviation of the differences 
between mNL and aNL detection although the results showed 
an effect of the initial phonemes and the corresponding 

energies. The observed dependency of the NL differences on 
the initial phonemes will lose importance during a patient-
specific progress evaluation in aphasia patients considering 
NLs for each named image separately. The next step will be to 
further improve the algorithm and to test it - implemented on 
a tablet prototype application – for the use of PWAs during 
picture naming exercises in a clinical setting as well as 
practices at home. 
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