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Abstract— Since the COVID-19 pandemic began, research
has shown promises in building COVID-19 screening tools using
cough recordings as a convenient and inexpensive alternative to
current testing techniques. In this paper, we present a novel and
fully automated algorithm framework for cough extraction and
COVID-19 detection using a combination of signal processing
and machine learning techniques. It involves extracting cough
episodes from audios of a diverse real-world noisy conditions
and then screening for the COVID-19 infection based on the
cough characteristics. The proposed algorithm was developed
and evaluated using self-recorded cough audios collected from
COVID-19 patients monitored by Biovitals® Sentinel remote
patient management platform and publicly available datasets
of various sound recordings. The proposed algorithm achieves
a duration Area Under Receiver Operating Characteristic
curve (AUROC) of 98.6% in the cough extraction task and
a mean cross-validation AUROC of 98.1% in the COVID-
19 classification task. These results demonstrate high accuracy
and robustness of the proposed algorithm as a fast and easily
accessible COVID-19 screening tool and its potential to be used
for other cough analysis applications.

Index Terms— Machine learning, Signal processing, Audio
Analysis, COVID-19 screening, Convolutional neural network
(CNN).

I. INTRODUCTION

The health care systems across the world constantly en-
deavor to allow effective testing, inoculating and treating
for COVID-19 pandemic in an unprecedented massive scale,
but many parts of the world are still experiencing or being
threatened with more waves or surges of new COVID-19
cases [1]. Reverse transcriptase polymerase chain reaction
(RT-PCR), being by far the most accurate testing methods
for COVID-19, is limited by its narrow testing capacity.
These standard tests are laborious, time consuming, costly
and also not easily accessible, especially for the developing
countries across the world. Furthermore, the false negative
rate of the RT-PCR is relatively high during the course of
infection and reach to a lowest of 20% on day 8 of infection
[2]. The downsides of the current testing methods and the
lack of clinical evidence call for prompt efforts to develop
better alternative technologies for timely, accurate, accessible
and widespread screening of COVID-19 suspected patients in
order to timely treat the COVID-19 patients with appropriate
antiviral, monoclonal antibody or other emerging therapies
and contain the spread of COVID-19 globally.

The latest literature showcases the use of Artificial-
Intelligence (AI) techniques to identify COVID-19 with high
level of accuracy using simple cough sound recordings,
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which can be a fast and inexpensive alternative to the
current testing methods [3]–[6]. However, the audio samples
used in these studies are usually recorded in a controlled
environment such that they are only comprised of cough
events with minimal ambient sounds or background noises.
In a real-world use-case scenario, the audio recordings are
often mixed with a variety of noise and uncontrolled sound
signals such as sneezes, clearing throat, speech, television
sounds, laughing, tapping, etc., that patients themselves often
make or encounter from continuous interactions with the
surroundings and electronic devices from their day-to-day
lives. Therefore, it is important to build machine learning
models to be robust enough for noisy practical conditions.

Besides the noise handling, audio segmentation and ac-
curate extraction of cough episodes is a pivotal algorithmic
step that can characterize the cough signatures and effectively
quantify associated metrics such as cough frequency, cough
duration, cough intensity, etc. There have been some research
reports on cough segmentation and extraction [7], [8]. How-
ever, their algorithmic performances have been often reported
based on simple counting of cough episodes and evaluation
metrics for classification tasks rather than conducting system-
atic performance evaluations involving episodic and duration
performance metrics.

In overcoming the present limitations, the study proposes
a novel algorithmic framework involving a set of unique
modules of noise reduction, cough extraction localizing
cough onsets and offsets, and a low-complexity convolu-
tional neural network (CNN) model for both the detection
of cough episodes and diagnosis of COVID-19 from the
detected coughs. The algorithm performances have been
evaluated using audio recordings of the Biovitals® Sentinel
smartphone application that included real-world coughs from
confirmed COVID-19 patients and also publicly available
diverse datasets of various sound recordings.

Furthermore, the algorithm discussed in this paper serves
as one component of a larger system designed to analyze
cough audios from COVID-19 patients. This overall system
is configured with a three-phase cascading architecture:

1) Pre-screen each audio file to identify whether it con-
tains any cough sound.

2) If cough is determined to be present in the audio file,
remove noise, extract the cough episode(s) from the
audio file.

3) Input the extracted coughs into a cough analysis model
to determine if the patient is COVID-19 positive.

Phase 1 in this pipeline is reported in a concurrent
submission to the EMBS conference [9]. In this paper, we
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mainly focus on discussing the phase 2 and 3 models. In the
following sections we present the data collection (Section
II-A), the audio noise reduction (Section II-B), the manual
labelling (Section II-C) and the cough extraction process
(Section II-D and II-E). The COVID-19 classification model
in phase 3 is presented in Section II-F. The performance
analysis results of the above models and algorithms are then
reported and discussed in Section III and IV and concluded
in Section V.

II. METHODS AND MATERIALS

A. Data Collection

Our proposed system is built on top of Biovitals® Sentinel,
a remote patient management platform (Biofourmis, Boston
MA, USA) that has been deployed in several countries
across the world. It is designed to monitor COVID-19
patients remotely and longitudinally through a companion
smartphone application and a comfortable armband wearable
device. Patients enrolled into the COVID-19 clinics are given
the option to record their cough sounds using the phone
application. They are instructed to provide their spontaneous
cough for at least three seconds, along with their self-reports
of current symptoms and quality of life surveys. In this
study, 321 spontaneous cough recordings collected from 112
confirmed COVID-19 positive patients have been included
in our analysis.

Since a large portion of patients’ self-recorded cough
audios include mixed types of sounds, an ideal cough ex-
traction model should be robust enough in differentiating
cough from other sounds. Therefore, we supplemented our
audio dataset with randomly selected non-cough audios from
publicly available crowd-sourced datasets, including ESC-
50 [10], DCASE2016 [11], Virufy [5], Coswara [12] and
COUGHVID [13]. Given the limited sample size in our
initial patient cohort, additional cough samples from the
Virufy and Coswara datasets were also added to improve
model performance and generalization. The number of cough
and non-cough samples from external datasets were chosen
to balance the final merged dataset.

B. Audio Noise Reduction

Noise reduction is crucial in preparing the input audio
records for subsequent prediction stages. Traditional noise
filtering method requires prior knowledge and domain ex-
pertise in formulating appropriate filter designs to meet the
signal output requirements. But a major issue with this
filtering approach is that the noise spectrum profiles of cough
recordings could differ greatly from sample to sample based
on the background noise that is mixed with the file.

To solve this issue, we adopted the ’spectral gating’
algorithm, an acoustic noise reduction technique based on
the algorithm used in the Audacity(R) software [14]. This
algorithm takes both an input audio sample and another
audio clip with only background noise from the same or
a similar waveform. It computes frequency band thresholds
from the input noise clip to perform the filtering. How-
ever, this approach requires a noise sample to be manually

(a) Spectrogram representation of input audio sample.

(b) Spectrogram representation of noise-reduced audio.

(c) Normalized RMS energy, zero-crossing rate and CNN-predicted
probability of noise-reduced audio vs. time. The colored window
is generated by applying thresholds on these three measures.

(d) Extracted cough segment, indicated by the green rectangular
box.

Fig. 1: Illustration of the high-level workflow of the noise
reduction and cough localization algorithm, which extracts
cough data from noisy audio samples and prepare them for
the prediction stage.

extracted from each input file. To automate this extraction
process in our work, we applied a threshold on short-time
root-mean-square (RMS) energy of original audio clips to
perform a preliminary foreground and background segmen-
tation, as voiced segments tend to have much higher energy
than ambient noise or other unvoiced audio segments [15].
The steady harmonic components were removed beforehand
for better foreground/background separation, using the Li-
brosa builtin ’decompose.hpss’ function. The segmentation-
generated noise samples were then fed into the spectral
gating algorithm for noise reduction.

Figures 1a and 1b present an example audio spectrogram
before and after applying the noise reduction algorithm
respectively.
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C. Manual Annotation For Outcome Generation

To train and validate the cough detection model and
subsequently evaluate the temporal accuracy of our cough
extraction algorithm, we require the onset and offset time
points of all foreground segments being precisely labelled.
Our Biovitals® Sentinel dataset was segmented and manually
annotated by three researchers using a procedure as described
below:

1) A threshold is applied on the normalized RMS energy
of each frame window of length 23.2 millisecond (1024
samples at a 44.1 kHz sampling rate) in the noise-
reduced audio files to extract all foreground segments.
Two scorers independently label the onset and offset
timestamps of each cough episode from foreground
segments in each file. The remaining foreground seg-
ments are then assigned with ’non-cough’ labels.

2) If the labels agree and the time points differ by less
than 0.1 second, the averaged time points are taken as
the final ground truth.

3) In case of a disagreement, a third annotator listens
to the file, reviews the previous two versions of an-
notation and chooses to either select one annotation
as ground truth, enter a new set of onset and offset
times along with a cough label, or mark the file to be
excluded if the label is difficult to determine.

The external datasets did not require any additional manual
labelling, since those audio files are known to contain only
one type of sound that has been already labelled.

The labelled segments are divided into train (n = 2337
total segments, 53% cough segments), validation (n = 226
total segment, 49% cough segments) and test set (n = 257
total segments, 52% cough segments ) by an 80:10:10 ratio
on the audio file level to avoid data leakages between sets.

D. Cough Detection CNN Classifier

After de-noising, annotating and splitting the audio seg-
ments, we then use them for developing the cough extraction
algorithm. Our proposed algorithm is mainly built upon a
cough detection classifier trained on short-time slices of
audio segment samples. The input samples for this cough de-
tection classifier are generated by transforming the manually
extracted various-length audio segments into Mel-frequency
cepstral coefficients (MFCCs) and then applying a sliding
window of 0.3 second across the MFCC images with a
step size of 1024 (23.2 millisecond) to extract short fixed-
length input samples for training the cough detection model.
We designed this 0.3-second sliding window width, which
is narrower than that in most of other studies, in order to
achieve better temporal precision.

The CNN structure is employed for the cough detection
model, as it has been extensively used for audio signal
processing in the literature [16], [17]. Our best-performing
CNN structure is comprised of a single convolutional layer
with 32 filters of size 5× 3, a stride of (2, 1), ReLU
activation function, batch normalization and a 2× 1 max-
pooling layer with a 0.2 dropout rate. The learnt features are

then flattened and passed into a fully connected layer of 20
neurons and ReLU activation function. The final layer is a 2-
neuron sigmoid dense layer that generates binary predictions
of ’cough’ vs. ’non-cough’ on input audio segments. All the
CNN hyper-parameters were tuned based on the validation
AUROC and in consideration of model over-fitting. The
model was trained using the Adaptive gradient optimizer
given its smooth converging effect for sparse image data.

The CNN model predicts a single probability for each
0.3-second audio slice. For model validation, the predicted
probabilities for these 0.3-second slices are averaged into a
single probability for every audio input segment.

E. Cough Onset And Offset Localization

The trained cough detection CNN model is used in
conjunction with a signal processing algorithm to localize
onsets and offsets of coughs from unknown audio clips.
We obtain profiles of model predicted probability of cough,
short-term energy and zero-crossing rate of the same audio
by performing frame-level computation. Triple thresholding
on normalized frame energy, zero-crossing rate and predicted
probability is applied to extract cough segments. This hybrid
approach is based on the fact that CNN predicted probability
shows high discriminating power on cough vs. non-cough
but lacks in temporal precision. Therefore, we leverage the
good sensitivity and temporal precision of energy and zero-
crossing rate measures to compensate the disadvantage of
using the CNN model alone.

This algorithm workflow is illustrated in Fig. 1 using a
real data example. The model-detected onsets and offsets
of cough episodes are compared to the manually-annotated
ones to validate the extraction performance. In this work
we use the performance evaluation method described in [18]
to compute episode-based and duration-based performance
metrics. The episode-based metrics evaluate the proportion
of true episodes that are correctly detected by the model in
terms of episode counts, while the duration-based metrics
evaluate the proportion in terms of duration in time. Note
that if a model-extracted time point differs from the manual
annotation by ≥ 0.1 second, the difference time window
is considered as one false event and is counted towards
performance calculation. Duration AUROC is derived by
computing the duration true-positive rate (TPR) and false-
positive rate (FPR) using different probability thresholds
in the cough detection model while keeping the signal
processing steps the same.

Silent episodes with very low energy or episodes shorter
than 0.1 sec were excluded from the analysis and the
subsequent COVID-19 diagnosis model.

F. COVID-19 CNN Classifier

The purpose of the COVID-19 diagnosis model is to dis-
tinguish COVID positive from COVID negative using patient
provided cough samples, From all the cough audio samples
used for the previous cough detection model, we excluded
the ones with no COVID labels (positive or negative) for
this model, leaving the dataset with 182 COVID positive
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TABLE I: Performance metrics of the cough detection model
for the test dataset.

Sens. PPV Spec. Acc. F1 AUROC

Set threshold 0.955 0.934 0.927 0.942 0.945 0.987
Top performance 1.0 1.0 1.0 0.957 0.960

and 181 COVID negative audio files. The COVID negative
coughs are recorded from either healthy subjects or patients
with other mainly respiratory diseases. We used repeated
k-fold cross-validation instead of traditional train-test split
to more accurately evaluate model performance given the
limited dataset. The cross-validation split is performed on
the patient level to prevent data leakage.

All the cough segments are first transformed into MFCCs
and then fed into a CNN classifier. The same CNN architec-
ture as in the cough detection model is re-used, with its final
layer re-configured to predict the outcome labels of ’COVID
positive’ vs. ’COVID negative’.

In the test set, we generate a probability for every single
0.3-second slice of cough segments extracted from an audio
file and then take the median of the predicted probabilities
of all slices as the outcome to represent the likelihood of the
file containing any cough event from a COVID-19 positive
patient.

III. RESULTS
A. Cough detection and extraction

Prior to validation of the cough extraction algorithm, the
cough detection model that uses manually extracted cough
segments is first evaluated alone. The model performance
metrics on the test set data are summarized in Table I. We
present both the performance metrics using the set threshold
that is selected to maximize the validation-set F1 score and
the highest value for each single performance metric. The
AUROC of our best-performing CNN model is 0.987. The
corresponding accuracy is 94.2% with sensitivity of 95.5%,
specificity of 92.7% and F1 score of 94.5%. The sensitivity,
precision and specificity metrics all reach 100% when their
optimal thresholds are used.

We then assessed the entire cough extraction system using
the episode-based and duration-based performance metrics.
The results are summarized in Table II. Our algorithm
achieves a patient-average episode and duration F1 of 0.935
and 0.961 respectively and a duration AUROC of 0.986.

B. COVID-19 classification
To evaluate the COVID-19 diagnosis model, we conducted

the 5-fold cross-validation procedure for 5 times and reported
the mean and standard deviation of each performance metric
from all the 25 runs in Table III.

IV. DISCUSSIONS
A. Cough detection and extraction

Our cough detection CNN model achieves a high level of
accuracy as well as balanced performance in other metrics.

TABLE II: Episode and duration performance metrics of the
cough extraction algorithm for the test dataset.

Gross statistics Patient-average statistics

Episode sensitivity 0.942 0.902
Episode PPV 0.958 0.971
Episode F1 0.950 0.935

Duration sensitivity 0.979 0.946
Duration specificity 0.997 0.995
Duration PPV 0.983 0.976
Duration NPV 0.997 0.976
Duration accuracy 0.995 0.977
Duration F1 0.981 0.961
Duration AUROC 0.993 0.986

TABLE III: Performance metrics of the COVID-19 classifi-
cation model using 5-fold cross-validation repeated 5 times.

Sens. PPV Spec. Acc. F1 AUROC

Mean
(Std.)

0.953
(0.032)

0.970
(0.028)

0.958
(0.039)

0.958
(0.026)

0.961
(0.023)

0.981
(0.013)

It shows great potential to be tailored for different use cases
since its highest sensitivity, precision and specificity are all
equal to 100%. The fact that the model gives relatively
lower episode-based sensitivity (0.902) than the duration-
based sensitivity (0.946) is consistent with our observation
that the model tends to generate slightly more false negatives
for very short cough episodes (≤ 0.2 second), given that the
model is trained using 0.3-second segments. However, since
on the Biovitals® Sentinel platform patients are told to record
audios for at least three seconds, these extremely short cough
episodes only takes up a very small portion in each audio
sample. It is reasonable to believe that these false negatives
would not affect the overall system performance.

Most of previous works on cough detection use sensitivity
and specificity as their main performance metrics. Based on
our current knowledge, our model sensitivity and specificity
outperforms the other audio-based cough detection systems
in literature. It is noted that many published results have
shown very high specificity (90.9% - 99.8%) at the cost
of significantly lower sensitivity (70.5% - 88%) [7], [19].
Although the models introduced in [8] has shown an overall
accuracy of 99.8%, its dataset only consists of night-time
recordings of participants during their sleep, which include
very little noise to cope with. Some other studies have
achieved similar model performance only with the addition
of other device data, such as contact microphones, respiratory
inductance plethysmography, ECG sensors, and accelerom-
eters [20]. Our proposed method, in contrast, shows high-
level and balanced performance using only smartphone audio
recordings in spite of a noisy and challenging dataset.

B. COVID-19 classification

Our COVID-19 identification CNN model has a mean
AUROC of 0.981, demonstrating its predictive power to
distinguish between COVID positive and COVID negative
coughs with high accuracy. Besides, the model achieves

2356



balanced performance with a mean of above 0.95 in each
metric, which is comparable to the performance of COVID-
19 classifiers in recent studies ( [3]–[5], etc.) despite dif-
ferent datasets. It should be highlighted that our input data
collection process only requires patient themselves to record
audios using their smartphones, eliminating the need of in-
person visits to hospitals or labs. In comparison, the data
collection processes in previous works are controlled much
more strictly, and additional steps of data pre-processing and
cleaning that requires prior knowledge about the dataset were
also performed. Many of these studies uses transfer learning
techniques that incorporate pre-trained deep learning models
like Resnet50; some have shown success in building ensem-
ble models to further enhance the performance; others have
proved that additional manually extracted acoustic features
and patient meta-data could be useful as well. These results
inspire and encourage us to keep optimizing our model
for further performance improvements, given our promising
preliminary results.

V. CONCLUSION

In this paper, we present a fully automated algorithm that
extracts coughs from audio files and then screens subjects
for COVID-19 infection. Our results show this algorithm is
capable of handling low-quality audio recorded through a
smartphone in an environment with various noises present.
These noises not only include natural environmental sounds
in audio background, but also refer to other foreground
sounds with high amplitude, especially voiced sounds that
resembles coughs.

Both the proposed cough extraction and the COVID-19
classification models give high level of accuracy, using the
same CNN structure design of extremely low complexity.
At the time of the research being conducted, we have only
collected a limited number of audio samples; we could likely
further improve the model performance if using a larger
training dataset, incorporating patient meta-data (e.g. age,
gender and medical history) and other manually extracted
acoustic features, or building ensemble models by adding
pre-trained deep learning models like ResNet50 into our
proposed system. The proposed cascading system and CNN
structure can also be potentially used for other cough analy-
sis, patient health assessment and prediction tasks by slightly
change the model setup and/or adding in other vitals and
symptom data into the model which we have been already
being collected through the Biovitals® Sentinel platform.
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