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Abstract— There are approximately 13 million new stroke
cases worldwide each year. Research has shown that robotics
can provide practical and efficient solutions for expediting post-
stroke patient recovery. This simulation study aimed to design
a sliding mode controller (SMC) for an end-effector-based
rehabilitation robot. A genetic algorithm (GA) was designed for
automatic controller weight adjustment. The optimal weights
were obtained by minimizing a cost function comprising the
end-effector position error, robot input, robot input-rate, and
patient input. To promote safe tuner optimization, a model of
the human arm was incorporated to generate the human joint
torque. A computed-torque proportional derivative controller
(CTPD) was designed for the human arm to approximate the
central nervous system (CNS) motor control. This controller
was adjusted to simulate rehabilitation effects and patient
adaptation. The tuner was optimized for a trajectory tracking
task with an assistive high-level control scheme. The simulation
results showed lower cost compared to seven manual weight set-
tings. The optimal weights provided good tracking performance
and suitable robot inputs. This research provides a framework
to conduct various simulations before testing our controller on
human subjects. The preliminary results of this study will be
used as the starting point for online adaptive controller tuning,
which will be examined in our future research.

I. INTRODUCTION

As the leading cause of adult disability [1], and one of the
prevalent causes of global death, stroke has brought about
physiological, psychological, social, and economic impacts
[2]. Post-stroke patients deal with a myriad of neurological
difficulties including, but not limited to, hemispheric be-
havioral difference, perceptual dysfunction, and ostoeporosis
and fracture risk [3]. Hence, finding solutions for the re-
habilitation of post-stroke patients is of utmost importance.
Fortunately, robot-assisted rehabilitation has proven helpful
in improving the patients’ motor recovery. Robots can show
utility by automating the repetitive rehabilitation practices,
hence saving a considerable time and effort; they reduce the
workload of physical therapists and increase the number of
patients treated by each therapist [4]. In addition, robots can
be equipped with sensors and biomarkers to quantitatively
assess the patients’ progress [5].

End-effector-based rehabilitation robots are a subbranch
of assistive devices that have been beneficial for restoring
the patients’ motor functions. As a result, researchers have
been studying and developing new designs. In this research,
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we took advantage of a planar manipulundum rehabilitation
robot, designed by Quanser Inc., Toronto Rehabilitation
Institute (TRI), and the University of Waterloo. This robot
provides unilateral training of the upper extremity; the patient
grasps the end-effector and the robot automates the repetitive
practices in the horizontal plane of motion.

Various control strategies have been proposed for re-
habilitation robots, assistive devices, and exoskeletons [6].
Previous studies have investigated the use of Proportional-
Integral-Derivative (PID) controllers [7]. These controllers,
albeit simple to implement, face performance degradation
when operating under post-stroke patient disturbance. Model
predictive controllers (MPC) have also been investigated on
rehabilitation robots [8]; however, MPC has high computa-
tional cost due to its online optimization, and its performance
depends on the hardware update frequency and processing
power. Sliding mode control (SMC) was selected in our
research as the low-level controller because of its high
performance on nonlinear dynamical systems, relatively low
computational cost, and its ability to handle disturbances.
This controller has been previously examined on rehabilita-
tion robots [4], as well as exoskeletons [9]. On top of the
low-level sliding mode controller, in this study, we adopted a
high-level assistive control scheme. We targeted early stages
of active rehabilitation, when the patient can exert force but
still requires assistance from the robot to finish the task;
with this regard, the patient benefits both from staying on
the desired trajectory and engaging in the practice; i.e. full
assistance from the robot with no engagement from the
patient is not desirable.

Regardless of the choice of the strategy, each controller
contains weights that require meticulous tuning. Manual
weight adjustment is a time-consuming and exhaustive pro-
cess. Thus, automatic weight tuning approaches have been
proposed in the literature. A stream of research has focused
on method-based strategies [10] for automotive applications.
However, these approaches do not acquire optimal weight
values. Other studies have utilized reinforcement learning
(RL) for automatic weight adjustment [14], [15]. While
RL generalizes better to high-space problems than other
methods [14], it is more difficult to implement and adds more
computational burden than many of the existing approaches;
moreover, most of the deep RL methods are prone to
getting stuck at a local optima. As a result, other solutions
like gradient-descent [11], Bayesian optimization [13], and
evolutionary algorithms [12] are preferred for problems with
less than five states and fixed-weight calculations; having
said that, RL methods are a good choice for adaptive weight
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adjustment.

We took advantage of the genetic algorithm (GA) method
for automatic controller weight adjustment. This meta-
heuristic approach uses search-based global optimization
techniques based on natural selection and biological evo-
lution [16] and has been previously utilized for controller
tuning in robotic applications [17], hence is a good can-
didate for our purpose. In general, most research on con-
troller tuning for clinical purposes has either focused on
impedance/admittance controllers [14], while manually tun-
ing the low-level controllers, or has predefined an approx-
imate torque profile for the controller [12]. In our study,
we examined the weight adjustment of low-level controllers,
which has a major effect on the performance of the robot.
In addition, the tuning algorithms in the aforementioned
studies either run online with the human in the loop, or
with offline human data gathered from interaction with
an untrained agent. While this approach leads to subject-
specific adjustment on exoskeletons and prostheses, it is not
recommended for rehabilitation practices, especially for early
active stages, due to safety considerations. We conducted the
tuning process offline in simulation. To bypass the need for
actual human data, a realistic model of the patient is required.
To this end, we leveraged a planar model of the human
arm. We applied a computed-torque proportional-derivative
(CTPD) controller as the human motor controller. A passive
torque term was added to the CTPD to consider muscle
viscosity and stiffness. Also, human adaptation to the robot
was modelled by adding a slacking term. The coefficients of
CTPD were changed at each rehabilitation cycle to simulate
the patient progress.

In this simulation study, we used a GA for automatic SMC
weight tuning on a rehabilitation manipulundum. It should
be noted that compared to other controllers, less intuition
exists for choosing SMC weights. Hence, an automatic tuner
scheme would help the design of this specific controller. A
human arm model with a motor controller was utilized in the
loop to simulate the effect of post-stroke patients. The GA-
SMC structure can potentially benefit other assistive devices,
prostheses, and exoskeletons. Furthermore, the same tuner
scheme can be used with other low-level controllers. The
results of this work provide the initial weights for the online
tuning schemes; instead of initiating the tuner randomly, the
first parameters would be set as values that are validated
in simulation. To the best of the authors’ knowledge, this
is the first work on realistic human-robot simulations with
automatic weight adjustment for rehabilitation and clinical
purposes.

The remainder of this paper is structured as follows:
Section II describes the modeling of the robot and the subject
arm. Section III explains the design of the human motor
controller. Section IV highlight the SMC controller design.
Section V discusses the GA tuner and its integration with the
controller. Section VI presents the simulation results and the
discussion about the findings and finally, Section VII draws
conclusions from this work.

II. MODELING

A. Robotic Arm

The robot is a 2 degrees of freedom (DOF) 4-linkage
fully actuated planar parallelogram manipulator. The dy-
namic model of the robot was obtained using the Lagrange
energy method in terms of q = [q1,q2]

T ∈ R2 generalized
coordinates, the vector of actuated robot joint angles. The
following are the robot equations of motion:

MR(q)q̈+CR(q, q̇)q̇ = τR + τH (1)

τR ∈ R2 is the vector of robot motor torques. τH ∈ R2

represents the torque resulting from the applied human force
to the end-effector. MR(q) ∈R2×2 is the symmetric positive
definite inertia matrix. CR(q, q̇) ∈ R2×2 is the Coriolis ma-
trix, which contains centrifugal forces. Setting joint angles
and angular velocities as states x = [q, q̇]T ∈R4×1, the state-
space model of the robot is derived as follows:

ẋ =

[
q̇

MR(q)−1
τR +Γ(q, q̇)+Φ(q)

]
4×1

(2)

where Γ(q, q̇) = −MR(q)−1CR(q, q̇)q̇ and Φ(q) =
MR(q)−1

τH .

B. Human Arm

Online training with subjects in the loop can cause major
safety issues in rehabilitation robotics and careful simulation
studies are required before testing with human subjects.
To consider the patient in simulation, we developed a two
DOF planar human arm model consisting of two rigid links
to be integrated with the robot. This model was used to
simulate elbow flexion-extension and shoulder abduction-
adduction in upper-extremity planar movements. A male
subject (height= 1.71 m, weight=85 kg) was considered and
the Winter anthropometric tables [20] were used to scale the
segment lengths, masses, center of mass (COM) positions,
and moments of inertia. The equations of motion of the arm
are similar to the robot and hence, are not presented. The
human-robot interaction is depicted in Fig. 1.

III. HUMAN MOTOR CONTROLLER

Various studies have verified that the central nervous
system (CNS) commands a combination of feedforward
and feedback terms for human motor control [21]. The
feedforward term is generated by approximating an internal
model of the arm, and the feedback term is used to correct
errors by making use of sensory organs. To simulate the CNS
neural command, a computed-torque proportional-derivative
(CTPD) controller was designed for the human arm. The dy-
namics of the arm were utilized to calculate the feedforward
term and the PD signal produced the feedback portion of the
controller. Similar to [21], it was assumed that the sensory
data was fully available to the CNS. The motor controller is
formulated as follows:

τC = MA(θ)(θ̈d + kpep + kd ėp)+CA(θ , θ̇)θ̇ (3)
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Fig. 1. Human-robot interaction.

where τC is the neural command generated by CNS.
MA(θ) and CA(θ , θ̇) are the human arm inertia and Coriolis
matrices. θ = [θ1,θ2]

T ∈ R2 is the vector of arm joint
angles, denoting the elbow flexion-extension θE and shoulder
abduction-adduction θSH , respectively. τA is the human arm
joint torques. ep, ėp, are the hand position and velocity errors,
respectively. To reduce the computational cost of running
hundreds of optimizations, full muscle dynamics were not
included in the human arm model; however, to help promote
realistic simulations, the passive term of muscle torque
generators (MTGs) [23], was added to the neural command
to account for the muscle viscosity and nonlinear stiffness
properties; One MTG was considered for each degree of
freedom, i.e. the elbow and the shoulder. This term was
formulated using a double exponential function [23]:

τP(θ , θ̇) = k1e−k2(θ−θmin)− k3e−k4(θmax−θ)− cθ̇ (4)

where θmin, θmax denote the bounds on the range of motion
of arm joints. The parameters k1, k2, k3, k4, and c were
obtained from [24], [25], [26] and adjusted based on planar
rehabilitation movements. For instance, the linear damping
coefficient c was increased from 0.1 (the reported value in
[26]) to account for the higher muscle viscous damping of
post-stroke patients. The overall human arm torque is as
follows:

τA = τC + τP (5)

Finally the effect of human joint torque τA on the robot,
which we previously represented as τH , was obtained in (6).

Fig. 2. The hand position in XY for human-only trajectory tracking.

JR and JA denote the robot and the human arm geometric
Jacobian matrices, respectively.

τH = JT
RJ−T

A τA (6)

When interacting with a robotic device, human motor
control adapts itself to the robot [27]. One of the adaptation
mechanisms in repetitive movements is human-slacking in
which the motor control decreases the human engagement
(the patient joint torque) when tracking errors are small [28].
This is imperative to model in active rehabilitation settings to
avoid too much assistance by the robot and promote patient
engagement. To this end, at each simulation cycle, which is
the completion of one rehabilitation practice, we compared
the tracking error of the robot-assisted movement with the
human-only movement. When the former error was smaller,
the arm torque was modified as follows [28]:

τ
j+1

A = τ
j+1

C + τ
j+1

P −Ff τ
j

A (7)

Where j denotes the simulation cycle, and Ff denotes
the human-slacking factor that adjusts the decreased human
engagement when tracking errors are small [28].

Also, we simulated the rehabilitation progress by increas-
ing kp and kd values at each cycle based on the tracking error
and human engagement. Hence, we started from low values
of kp = 1 and kd = 1 to account for post-stroke muscle stress
scaling [22], and changed the coefficients:

kp = kp +δkp

kd = kd +δkd
(8)

The human performance was first simulated without the
robot for tracking a circular trajectory. The initial point was
selected on the desired trajectory. The human hand in XY
is depicted in Fig. 2. As shown, the human arm could not
present good tracking without the robot assistance. This is
due to the fact that low coefficients were set for the CNS
controller to simulate a post-stroke patient.
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IV. SMC ROBOT CONTROLLER

The goal of SMC is to drive the error to a stable sliding
surface and then move along it to the origin. This algorithm
is inherently robust to model uncertainties and/or external
disturbances [18] and thus, is a good candidate for rehabil-
itation robot control under patient disturbance. The sliding
surface s is defined as (10) with e representing the error
between the desired and the controlled robot joint angles,
which converges to zero as s = 0 (as shown in (11)). λ is an
adjustable weight and determines the speed of convergence.

e = q−qd (9)

s = e+λ ė (10)

ė =−λe (11)

The control input consists of equivalent control term ueq
and stabilizing control term us, the former for forcing the
error to the origin and the latter for achieving robustness
[19]. The equivalent control term is formulated as follows:

ueq =−MR(q)(Γ̂(q, q̇)+ Φ̂(q)+ q̈d−λ ė) (12)

where Γ̂(q, q̇) and Φ̂(q) are the nominal robot and human
terms, respectively. The stabilizing control term is presented
below:

us =−Ksign(s) (13)

where K is another tunable weight. The derivation and
stability proof of formulations in (12) and (13) are discussed
in [19]. The discontinuity in (13) was approximated with a
continuous tanh function with boundry layer ψ to circumvent
the common chattering effect in SMC. The final sliding mode
control term was defined as below. This controller includes
three tunable parameters λ , K, and ψ:

us =−K tanh(s/ψ)

τR = ueq +us
(14)

V. TUNER STRUCTURE

The GA toolbox in MATLAB R2021a was utilized for the
tuner. It is worthwhile to review that although the tracking
performance is an important factor for the controller, it
should also promote human engagement. As a result, while
the controller is capable of perfect tracking, it is not neces-
sarily desirable in active rehabilitation because it leads to the
previously-discussed human-slacking phenomenon. Hence, a
trade-off between tracking performance and human contribu-
tion should be considered when adjusting the weights. Also,
even with the continuous stabilizing term, SMC is still prone
to high inputs and input frequency. Overall, a combination
of position error, robot torque, robot input-rate, and human
torque was set as the GA cost function:

TABLE I
COST COMPARISON BETWEEN THE OPTIMAL WEIGHTS AND SEVEN

MANUAL WEIGHT SETTINGS

Weights Cost
[λ = 5 K = 5 ψ = 5] 48000

[λ = 10 K = 10 ψ = 10] 53389
[λ = 20 K = 20 ψ = 20] 58961
[λ = 40 K = 40 ψ = 40] 63508
[λ = 60 K = 60 ψ = 60] 66323
[λ = 80 K = 80 ψ = 80] 69118

[λ = 100 K = 100 ψ = 100] 72618
[λ ∗ = 1.5749 K∗ = 9.989 ψ∗ = 4.8699] 46103

J =
1

Nc

Nc

∑
j

Nt

∑
i
(W1
|Pi j−Pd i|2

Pmax
+W2

|τRi j|2
τRmax

+W3
|τ̇Ri j|2
τ̇Rmax

−W4
|τAi j|2
τAmax

)

(15)

Nt is the number of simulation timesteps and Nc is the
number of simulation cycles. We set Nc = 5 to be able to
model human-slacking and rehabilitation progress. P and Pd
are the controlled and desired end-effector positions, respec-
tively. τ̇R is the input-rate vector. Note that the human torque
term has a negative sign in the cost function as high human
torques were desirable. We used the human arm model and
the CNS controller to calculate the human torque. In the
experimental implementation, this value can be estimated
by robot sensors, like the force sensor on the end-effector,
or by the same model. Recently, there has been studies
on using electromyography (EMG) signals and deep neural
networks to estimate human torques [29], which can also be
useful for the experiments. The cost terms were weighted
and normalized. W1 = 200,W2 = 0.01,W3 = 0.5, and W4 = 1
were chosen to emphasize high tracking performance, human
engagement, and low robot torque and torque frequency. The
optimization ran for 20 generations, with 20 population size
each. Since very low and high weight values can hurt the
stability of the controller, [0.1, 100] were set as the lower
and upper optimization bounds.

VI. RESULTS AND DISCUSSION

The optimal weights were found by solving a GA opti-
mization problem for a circular trajectory tracking scenario.
During the simulations, we assumed that the added human
arm inertia to the robot was negligible due to the fairly low
accelerations. The optimization took approximately 1 hour
on a typical desktop CPU. As mentioned, patient data was not
required for the process as the arm model simulated a post-
stroke patient during training. The optimal weight setting was
[λ ∗ = 1.5749 K∗ = 9.989 ψ∗ = 4.8699]. These values are
difficult to achieve by manual tuning and require meticulous
adjustment and multiple simulations, which takes a consider-
able time and effort. The optimal values were compared with
seven manual weight settings in terms of the associated cost
in Table I. The adjusted weights presented a lower cost than
all the manual settings. Fig. 3 plots the end-effector trajectory
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Fig. 3. The end-effector position in XY for robot-assisted trajectory
tracking.

with the optimal weights. It is worthwhile to mention that
the end-effector and the human arm have the same XY
position during rehabilitation. The robot-assisted tracking
shows much better performance than the human-only results
(See Fig. 2). The root-mean-squared-error (RMSE) along X
and Y axes were 8.8 mm and 10.2 mm. The velocity RMSE
along X and Y axes were 8.3 mm/s and 10.3 mm/s. The robot
torque inputs are shown in Fig. 4. The inputs are well within
the robot allowable torque bound (−10 N.m < τR < 10 N.m).
They also have acceptable frequency and low input rate,
which makes them suitable for application on the physical
hardware.

VII. CONCLUSIONS
In this study, a sliding mode controller (SMC) was de-

signed and applied to an end-effector-based rehabilitation
robot in simulation. A human arm model was integrated
with the robot, and a computed-torque PD (CTPD) was
considered as the central nervous system (CNS) controller.
We modified this controller by adding the passive element
of muscle-torque generators (MTG) and modelling human
adaptation and progress during rehabilitation. The resulting
model enables the simulation of “what-if” situations before
transferring to experimental implementation. An automatic
tuner was designed based on a genetic algorithm (GA) to
find the best set of SMC weights for a circular trajectory
tracking scenario. The GA cost penalized tracking errors,
high input, and rate of input while rewarding patient engage-
ment. The optimal set of weights had a lower cost compared
to seven manual weight settings. The full simulation of the
controller with the optimal weights resulted in good tracking
performance with maximum RMSE of 10.2 mm and 10.3
mm/s for the position and velocity, respectively. The results
also showed low inputs and input rates. The obtained values
from this simulation study can be used as the starting point
for the online training of controller tuners, hence avoiding
the use of untrained agents and increasing safety in patient-
in-the-loop (PIL) rehabilitation research. It should be noted
that patients might change their muscle activation patterns
at each trial due to adaption, fatigue, etc. Some of these

Fig. 4. The robot torque inputs.

effects were included in this study. To further explore these
elements, we will investigate the application of adaptive
online tuners to account for subject-specific muscle activation
patterns. To this end, data-driven approaches like model-free
reinforcement learning (MFRL) are suggested.
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