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Abstract— Segmentation of COVID-19 infection in the lung
tissue and its quantification in individual lobes is pivotal to
understanding the disease’s effect. It helps to determine the
disease progression and gauge the extent of medical support
required. Automation of this process is challenging due to the
lack of a standardized dataset with voxel-wise annotations of the
lung field, lobes, and infections like ground-glass opacity (GGO)
and consolidation. However, multiple datasets have been found
to contain one or more classes of the required annotations.
Typical deep learning-based solutions overcome such challenges
by training neural networks under adversarial and multi-task
constraints. We propose to train a convolutional neural network
to solve the challenge while it learns from multiple data sources,
each of which is annotated for only a few classes. We have
experimentally verified our approach by training the model on
three publicly available datasets and evaluating its ability to
segment the lung field, lobes and COVID-19 infected regions.
Additionally, eight scans that previously had annotations for
infection and lung have been annotated for lobes. Our model
quantifies infection per lobe in these scans with an average
error of 4.5%.

I. INTRODUCTION

Coronavirus disease 2019 (COVID-19) is a communicable
disease caused by SARS-COV-2, which spreads through
infected droplets, causing lesions predominantly in the lung
parenchyma of affected individuals. A study with more than
1, 000 patient cohorts reported that the CT based assessment
of the distribution of these lesions across different lung lobes
has a diagnostic sensitivity of 97%, the positive predictive
value of 65%, and a negative predictive value of 83%[1]. CT
based clinical severity assessment has also been suggested
by [2], which involves visual quantification of the extent
of the involvement of these lesions across different lobes.
We aim to detect and objectively quantify two of the most
commonly occurring lesions, namely GGO and consolidation
across different lobes, to be helpful for diagnosis and severity
assessment.

A. Challenge

At the time of submitting this publication, there were no
publicly available datasets of lung CT scans with annotations
for both COVID infection and lung lobe segments needed to
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Fig. 1. Overview of our method of knowledge fusion.

train a deep neural network (DNN) for lobe wise quantifica-
tion. Thus, the challenge lies in learning from multiple data
sources with different sets of annotations.

B. Approach

We propose a 2D convolutional neural network (CNN)
based learning framework that can segment GGO, consoli-
dation, lungs and the lobes from CT scan slices. It consists of
a segmentation network and auxiliary classification network
that aids the learning process, as shown in Fig. 1. We use
two publicly available datasets containing annotations for
infection and lung and another dataset with annotations for
the lobes.

C. Related Works

3D-CNN [3] and relational two-stage U-net [4] have been
used for lung lobe segmentation in CT images. The task of
COVID-19 infection segmentation has also been performed
using 2D and 3D UNet architecture by [5]. Segmentation
of lung lobe and COVID-19 infection segmentation together
was attempted by [6] using two separate networks to do the
segmentation; a relational two-stage U-Net architecture as
proposed by [4] was used for lobe segmentation, and a 3D
U-net was used to segment GGO and Consolidation. [7] pro-
posed a convolutional neural network with two branches, one
for classification of disease (COVID-19/Normal) and another
for lesion segmentation. A key feature of this method is the
lesion attention (LA) module which combines features of the
classification and segmentation branches of the network. To
facilitate learning from noisy labels [8] designed a 2D CNN
model called COPLE-Net, which is trained using a noise-
robust Dice loss. The proposed framework also leverages
self-ensembling to deal with noisy labels, where a teacher
network is updated as an exponential moving average of a
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(a) Training of the segmentation network (b) Training of the auxillary classifier

Fig. 2. Training of our proposed framework consisting of the two different networks.

student network. COVID-19 lesion segmentation along with
disease severity prediction is addressed in the work by [9].
We adopt an approach similar to [10] for knowledge fusion
from multiple datasets.

II. PROBLEM STATEMENT

The task of infection, lung and lobe segmentation in CT
scans assigns each pixel in a 2D axial slice of CT with an
appropriate set of labels from the following nine classes:
background, GGO, Consolidation, Lung, left upper (LU)
lobe, left lower (LL) lobe, right upper (RU) lobe, right middle
(RM) lobe and right lower (RL) lobe. Since annotations for
all these classes are not available in a single dataset, the
task at hand involves learning from multiple datasets with
partial annotations. Also, the learning process must ensure
that knowledge aggregated from one dataset is retained when
trained on other datasets.

III. METHOD

A. Segmentation Network

The encoder-decoder segmentation network in Fig. 2(a)
follows the architecture proposed by [11]. It has feature
concatenation across the matched layers and index passing
based un-pooling at the decoder. We added batch normaliza-
tion after every convolutional layer. The final output of the
segmentation network consists of C channels, where the first
channel represents the background and the remaining C − 1
channels represent the classes to be segmented.

B. Auxiliary Classification Network

This network consists of 7 convolutional layers, each with
a kernel size of 3 × 3 (Fig. 2(b)). First 6 convolutional
layers are followed by LeakyRelu() non-linearity, batch
normalization and max-pooling operation with a kernel size
of 3×3. The final convolutional layer contains C−1 channels
and is followed by a sigmoid activation function. The output
of this network, n̂1, is a multi-hot encoded vector indicating
the presence of a class in the input image.

C. Training methodology

In one training iteration, the model is trained on one mini-
batch of each of the infection segmentation data and lobe
segmentation data.
Phase 1: The input image I is passed through the segmen-
tation CNN NetSeg(·) and the output Ô of size C×M ×N

is obtained. Masked binary cross-entropy loss JSeg(·) is
computed as,

JSeg(Ô, O) = BCE(mI · Ô, O) (1)

where O is the ground-truth (GT) annotation, mI is a multi-
hot vector indicating annotated classes for I.
Phase 2: C−1 channels of Ô excluding the background are
shuffled and appended with the input image and fed into the
auxiliary classification network netclass(·). A cross-entropy
loss JC(·) is calculated between the predicted classes n̂1 and
the ground truth n1. The gradient ∇JC is used to update the
classifier, as shown in Fig. 2(b).
Phase 3: The combined loss Jtotal is then used to update
the segmentation network, as shown in Fig. 2(a).

Jtotal = λJSeg(·) + JC(·) (2)

IV. EXPERIMENTS

A. Dataset description

Lobe segmentation: We use the dataset (Dset1) provided by
[3], which has annotations for five lung lobes (right upper,
right middle lobe, right lower lobe, left upper lobe and left
lower lobe). Infection segmentation: We use two datasets -
CNCB dataset1 (Dset2) and MedSeg dataset2 (Dset3), with
annotations for lungs, Ground glass opacities (GGO) and
consolidation. MedSeg dataset has a total of 829 annotated
slices corresponding to 9 volumes and the CNCB dataset
has annotations for a total of 750 slices corresponding to
150 patients.
Generalization of segmentation: In order to test the general-
ization capability of the proposed model, we use another
dataset from Mosmed.ai3 (Dset4) having annotations for
GGO and consolidation in 50 patients with around 40 slices
present per patient. The proposed model and baselines are
not trained on this dataset.

B. Baselines

• BL1: 3D CNN proposed by [3] for lobe segmentation.
To ensure fair comparison we have used the same data
split of Dset1 in our experiments.

1http://ncov-ai.big.ac.cn/download?lang=en
2http://medicalsegmentation.com/covid19/
3https://mosmed.ai/en/datasets/
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(a) CT image slice (b) GGO (0.91) (c) Consolidation (0.78) (d) Lung field (0.99) (e) Lobes

Fig. 3. Figure shows (a) a sample test image and predicted (b) GG0, (c) Consolidation, (d) Lung field with the corresponding dice coefficients in
parenthesis. Under-segmented regions are shown in red and over-segmented regions in green (e) shows the segmented lobes originally not annotated in the
dataset.

(a) CT image slice (b) GT for infection (c) Segmented infection (d) GT for lobes (e) Segmented lobes

Fig. 4. Figure shows (a) a sample slice (s) from Dset5 with annotations for lobes (d), infection (b). In (c), our model’s segmented infection and lung
region are shown in red and green, respectively, (e) shows the segmented lobes.

• BL2: SUMNet[11] trained using a masked segmentation
loss.

• BL3: 3D UNet trained for segmentation of lung tumor
using MSD4 and segmentaion of COVID infection using
COVID-19-CT-Seg dataset5.

• BL4:3D UNet trained for segmentation of lung cancer
using StructSeg6 and segmentaion of COVID infection
using COVID-19-CT-Seg dataset.

• BL5: 3D UNet trained for segmentation of lungs and
pleural effusion using NLCSC7 and segmentaion of
COVID infection using COVID-19-CT-Seg dataset.

Evaluation of BL3-5 is performed on MosMed (Dset4), for
COVID infection segmentation.

C. Pre-processing

The Hounsfield intensity for all scans are clipped between
[−1000, 1000] and normalised to [0, 1]. The scans in Dset3
of size 630 × 630 are resized to 512 × 512. Similar pre-
processing was done for Dset1, along with contrast stretching
to reduce visual dissimilarity between datasets. The images
in Dset2 were normalised to [0, 1] without additional pro-
cessing.

D. Training Setup

Training is done using Adam optimizer for 30 epochs,
with a learning rate of 1 × 10−4. The trade-off co-efficient
λ is set to 10.

4http://medicaldecathlon.com/
5https://zenodo.org/record/3757476#.Xpz8OcgzZPY
6https://structseg2019.grand-challenge.org/
7https://wiki.cancerimagingarchive.net/pages/

viewpage.action?pageId=68551327

E. Post-processing

The model is robust to parenchymal involvement in the
case of lung segmentation. However, lobe segmentation oc-
casionally misses regions that have infections. These regions
are mapped to the lobe with which it shares the maximum
boundary.

V. RESULTS AND DISCUSSION

Dice coefficient for infection segmentation on the test split
of Dset2 and Dset3 are presented in Table I with visualization
of prediction in Fig. 3. Additional loss contributed by the
auxiliary classifier improves the quality of segmentation, as
is evident from the Dice coefficient.

TABLE I
DICE COEFFICIENT FOR SEGMENTATION OF COVID INFECTIONS

Method GGO Consolidation Lungs
BL2 43.87 64.26 97.25

Proposed 50.57 64.6 97.71

Performance evaluation of segmentation of COVID infec-
tion on Dset4 is shown in Table II. The scores of BL3-5 are

TABLE II
PERFORMANCE EVALUATION OF SEGMENTATION ON MOSMED

Method Dice Coefficient
BL2 57.74
BL3 39.2± 30.6
BL4 44.3± 25.3
BL5 30.1± 26.7

Proposed 61.09
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TABLE III
PERFORMANCE EVALUATION OF LOBE SEGMENTATION

Method RU RM RL LU LL
BL1 92.53 80.6 93.05 96.1 95.3
BL2 84.73 81.73 88.81 83.67 86.31

Proposed 82.6 82.05 85.75 82.22 82.75

TABLE IV
PERFORMANCE EVALUATION ON NEWLY ANNOTATED DATASET.

Method RU RM RL LU LL
Proposed 4.38± 3.11 1.63± 0.82 7.56± 7.28 3.26± 2.06 5.702± 3.11

as reported by the authors8.
Result of segmentation of the lobes listed in Sec. II are

detailed in Table. III. Though the score is lower than BL1,
it is to be noted that BL1 was trained solely for lobe
segmentation on a single dataset. Our model is trained for
lobes and infection segmentation using different data sources.

We annotated lobes in eight volumes (Dset5) from
COVID-19-CT-Seg dataset with COVID infection
annotation. Preliminary annotations obtained using U-
net(LTRCLobes R231) [12] trained on the LTRC dataset
were used by a physician to mark the lobes. These
annotations, after verification by a radiologist with 15 years
of experience, have been made available for download9.
Qualitative results on Dset5 are shown in Fig. 4. Error ei in
lobe-wise quantification of infection by our proposed model
for Dset5 is shown in Table IV.

ei = |Gi − Si| (3)

where Gi is the percentage of infection in lobe i of the
ground truth annotation, and Si is that of the segmented
output.

VI. CONCLUSION

We have developed a framework for quantification of
parenchymal lesions present in CT scans of COVID-19
patients to provide an objective and rapid score, which
is helpful in diagnosis, prognostication and assessment of
treatment response. We have achieved this by training a CNN
with partial knowledge accumulated from multiple datasets,
each having partial annotations needed for the task at hand.
In comparison with the prior art, where a network was trained
to perform only lobe segmentation, our proposed multi-class
segmentation framework segments lobes with an average dice
coefficient of 85.68. It segments infections in an unseen
dataset with a score of 61.09. We provide lobe annotations
for 8 CT volumes to facilitate lobe-wise quantification of
infection.
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