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Abstract— Managing depression relapse is a challenge given
factors such as inconsistent follow-up and cumbersome psycho-
logical distress evaluation methods which leaves patients with
a high risk of relapse to leave their symptoms untreated. In
an attempt to bridge this gap, we proposed an approach on
the use of personal longitudinal lifelog activity data gathered
from individual smartphones of patients in remission and
maintenance therapy (N=87) to predict their risk of depression
relapse. Through the use of survival models, we modeled
the activity data as covariates to predict survival curves to
determine if patients are at risk of relapse. We compared
three models: CoxPH, Random Survival Forests, and DeepSurv,
and found that DeepSurv performed the best in terms of
Concordance Index and Brier Score. Our results show the
possibility of utilizing lifelog data as a means of predicting
the onset of relapse and towards building eventual tools for a
more coherent patient evaluation and intervention system.

Index Terms— Depression Prediction, DeepSurv, Random
Survival Forest, Lifelog Data, Mobile Computing, Survival
Analysis

I. INTRODUCTION

Depression is a severe mental disorder characterized by
persistent low mood and lack of interest, which leads to
a progressive diminished function and quality of daily life
[1]. Another aspect of depression is its high frequency
of recurrence, further exacerbated by factors such as non-
adherence to medication, cumbersome evaluation methods,
and inconsistent communication between physician and pa-
tient [2]. Consequently, given these factors, patients who are
at risk of relapse or who forayed into depression are more
likely to have their symptoms untreated [3].

Several works have been attempted to address some of
these issues by providing depression evaluation through
capitalizing on an individual’s smartphone as a resource for
predicting their mental state. For instance, Buck et al [4]
has shown that significant changes in activity logs preceded
schizophrenia relapse events, whereas Li et al [5] has shown
that recorded subtle changes in daily behaviour can be
used for predicting an individual’s well-being through deep
learning. Recently, Chikersal et al [6] has shown that its
possible to detect post-semester depression from students
from their smartphone logs such as Bluetooth activity, sleep,
location, and step. Most closely related to our work is
done by Kumagai et al [7], in which they established the
relationship between daily activity lifelogs of patients under
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depression maintenance therapy and their onset of depression
relapse through a Panel VAR analysis.

These studies have shown that relating activity data to
mental health state is possible. However, there are several
limitations that these studies failed to address: First, non-
linearity have not been considered in the dataset. Second,
there is a gap in how to predict the risk of an onset or
relapse of a disease for an individual and how this risk evolve
over time using activity logs. Finally, a limited observation
window introduces the problem of data censorship where
events of interest (e.g depression relapse) may not have
been observed for several patients. The issue lies in that
unobserved relapse events do not imply non-occurrence for a
patient’s lifetime. Therefore, using classic machine learning
approaches results in biased estimates and false interpretation
as these methods handle censored data differently [8].

In this study, we present an approach for predicting a
patient’s likelihood of having a relapse by leveraging their
smartphone longitudinal lifelog data using survival models
to determine their risk of relapse onset. Lastly, we tested
these models on unseen patient data and compared their per-
formance on how well they predict patient-specific survival
curves.

II. METHODS

This is a second analysis of the observational study in [7]

A. Ethics Statement

The study protocol was approved by the ethics commit-
tees/institutional review boards of Kyoto University Grad-
uate School of Medicine (R0591–6), Nagoya City Univer-
sity Hospital (50–16-0001), Kochi Medical School (28–67),
Hiroshima University Hospital (C-105-3), Toho University
School of Medicine (A17062), and Nara Institute of Science
and Technology (2017-M-5, 2017-M-6). All participants
provided written informed consent.

B. Dataset

87 eligible patients with depression in remission par-
ticipated in this study of which their data was collected
in approximately one year (52 weeks) using the following
devices: Silmee W20 wristband sensor, and Kurashi lifelog
application [7]. Specifically in this study, we focus on the
Kurashi application which records a semi-automatic label
and self-report of 16 daily activities (sleep, bath, work,
commuting, chores, shopping, hospital visit, socializing, ex-
ercise, hobby, reading, watching TV, others). For ground
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truth values, patients perform a weekly self-report for the K6
Scores and a once-a-month evaluation of their PH-9 score via
a medical professional to evaluate their depression severity.
See [7] for detailed protocols for data collection.

C. Survival Analysis

Survival Analysis refers to a set of methods that is
concerned with modeling and analysing data involving the
occurrences of events of interest observed over an interval
of time [9]. One aspect that makes Survival Analysis distinct
from a typical regression problem is it is able to handle
censored data [8]. Common usage of survival analysis in-
volved the use of the non-parametric Kaplan-Meier estimator
to measure the survival function of an observed population
given by the following:

Ŝ(t) =
∏

j:Tj<t

(
1− dj

nj

)
. (1)

where dj is the events occurrences at time Tj , and nj are
the number of population instances that are observed to
have survived [10]. One thing to note is that the Kaplan-
Meier estimator does not have the capability to perform
survival estimation of a particular instance from a given
observed population and how its specific features correlates
to this estimate. Given that we aim to relate activity lifelog
of patients in order to predict their likelihood of relapse,
we used the following survival models (Cox Proportional
Hazard, Random Survival Forest, DeepSurv) that can fit a
survival function given an observed population and predict
an individual survival curves using patient specific features.

D. Cox Proportional Hazard

The Cox Proportional Hazard (CoxPH) [11] is one of the
most used methods for predicting individual survival curve
by taking the hazard function given by:

λ(t|x) = lim
δt→0

P (t < O ≤ t+ δt | O > t|x)
δt

. (2)

and modelling it as changes of risk of event occurrence over
a period of time in relation to a series of feature vectors
x = (x1, .., x2)

τ :

λ(t | x) = λ0(t) exp (x
τβ) . (3)

CoxPH does have some limitations, the hazard function is
assumed as proportional for each individual patients’ hazard
function. However, on non-linear data, this assumption is
often violated. For this work, we used the following param-
eters after performing grid search for CoxPH: learning rate
= 0.00001, l2 regularization = 0.01.

E. Random Survival Forest

Random Survival Forest (RSF) and has been introduced
as an alternative non-parametric model that automatically
detects feature interactions and able to extend to high-
dimensional and non-linear data for survival analysis [12].

In RSF, the model’s objective is to split into left and right
daughter nodes with dissimilar survival probability using a

Log-rank split rule which is defined with the following: given
a time-to-event data of xi, ti, δi, where xi is a feature vector,
ti is the observation time, and δi is the censoring indicator,
a proposed split for a specific instance x is given by x ≤ c
and x ≥ c which serves as a criterion for splitting the head
node into left and right daughters (L and R) respectively.

Given these variable definition Yj = Yi,L+Yi,R, and δj =
δi,L + δi,R, the log-rank splitting rule R is defined by the
following:

LR(x, c) =

∑m
j=1

(
dj,L − Yj,L djYj

)
√∑m

j=1
Yj,L
Yj

(
1− Yj,L

Yj

)(
Yj−dj
Yj−1

)
dj

. (4)

where t1 < · · · < tm is the death times, (dj,L, dj,R)
and(Yj,L, Yj,R) represents the number of deaths and indi-
viduals at risk at time tj in the L, R daughter nodes [12].

For this model, we optimized the model with grid search,
the final hyperparameters we used are the following: number
of trees= 350, max depth = 5, minimum node size = 16.

F. DeepSurv

DeepSurv [13] is a multilayer perceptron architecture for
survival analysis that takes an input features derive from the
lifelog activity data as x and estimates non-linear propor-
tional hazards log-risk function similar to Eq. (4) through
the use of a modified log partial likelihood loss function
l(θ) :

l(θ) = −A
∑
i:Ei=1

ĥθ (xi)− log
∑

j∈<(Ti)

eĥθ(xj)

 . (5)

where A = − 1
NE=1

, NE=1 is the number of patients with
on observed relapse event.

The network is built with modern implementation of
fully-connected layers and uses a Rectified Linear Unit
(ReLU) activation functions which allows the network to
be constructed as shallow (1 hidden layer) or as deep as
possible (n-hidden layers) to accommodate a specific survival
analysis application. For this study we employed a 2-layer
network each followed by a dropout layer with 0.10 value,
we performed grid search on the number of units in the
hidden layer each with range (10,200) and iterated with a
step increase of 10 units. The final layer used consisted of
two-layer network with the following number of hidden units
[70,50].

G. Data Processing

In this study, we specifically focused on the data from
the lifelogging application as features. In addition, several
features have been derived as they have been identified
as risk factors [14] for depression: frequency of specific
meal times (Breakfast, Lunch, and Dinner), Continuous Long
Sleep Time, and Awake Time. Moreover, we processed these
features and computed their sum, maximum, minimum, and
median values. Patient’s K6-Score were used as a measure of
psychological distress with 0-7 indicating no distress, 8-12
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as mild distress, and 13 and above as serious distress [15].
Given the following levels, we used a threshold value to tag
patients as under relapse when their K6 Score ≥ 10.

We processed the data into a partly conditional time-to-
event form (xi, ti, δi) [16]. xi is lifelog activity features and
their derived values for a given observation window, the
censorship indicator δi is used to indicate if relapse event
has occurred, the time of observation ti is computed as the
number of days starting from a remission stage until a relapse
event occurs or until the observation ends, if there are no
relapse event occurring for a particular patient instance, then
value is set as the whole observation time.

III. EXPERIMENT

Our task is to predict a survival curve for evaluating a
patient’s risk of relapse through their daily activity lifelog
data, we compare the performance using DeepSurv, Random
Survival Forest, CoxPH and a baseline model that predicts a
flat 0.5 probability of survival at every time point.

Our training strategy involves the use of a 10-fold cross-
validation in order to partition individual patients into train-
ing and testing set. We aim to consider how well do these
models generalize for unseen patients without having to train
their historical data. Both CoxPH and Random Survival For-
est were implemented using PySurvival [18] while DeepSurv
was implemented using Pytorch [13]. Hyperparameters of the
models were tuned via grid search. Evaluation is performed
using the following metrics:

1) Concordance Index : The Concordance Index (C-
Index) evaluates a survival model’s ability to discriminate
if the predicted survival times have the same order as the
true survival times. C-Index is similar to the area under the
ROC (AUC) for binary classification[10]

and can be computed as:

ĉ =
1

num

∑
i:δi=1

∑
j:yi<yj

I [S (ŷj | Xj) > S (ŷi | Xi)] . (6)

where y observed time of a given sample,ŷ is the predicted
time, I() the indicator function, num denotes the number
of comparable pairs, and denotes S() corresponds to the
estimated survival probabilities [17].

2) Brier Score: The Brier Score measures the averaged
squared distance between the predicted and observed survival
functions [17]. For a given population N with the following
instance of (xi, δi, Ti), and the predicted survival function
Ŝ (t, ~xi) from the population, the Brier Score that takes into
account censored data can be computed as:

A

(
(0−Ŝ(t,~xi))

2·1Ti≤t,δi=1

Ĝ
(
T−
i

) +
(1−Ŝ(t,~xi))

2·1Ti>t
Ĝ(t)

)
. (7)

where A = 1
N

∑N
i=1, and Ĝ(t) = P [C > t] is the

observed survival function calculated from the Kaplan-Meier
estimator and C is the censoring time [17]. Also, we also
used the Integrated Brier Score (IBS)

IBS (tmax) =
1

tmax

∫ tmax

0

BS(t)dt. (8)

Fig. 1. Brier Score comparison between CoxPH, RSF, and DeepSurv

to measure the performance for a given time interval. A
model that perfectly predicts the survival probabilities of
every instances will have a score of 0 and a score of 0.25
for a random prediction model.

IV. RESULTS & DISCUSSION

Our results shows in Table I that for both C-Index and
IBS metrics. DeepSurv outperformed both RSF and CoxPH
in predicting a survival curve for individual patients. We
further examine the resulting Brier Score of the models
and found out that all of them followed the same trend in
that they have higher brier score in predicting relapses that
occur within 0-50 days and a lower Brier Score in predicting
relapses occurring in the middle and towards the end of
year. This suggests that the models have relatively lesser
accuracy in predicting patients who are immediately at risk
of relapse in contrast to patients who have relapse in the
middle and towards the end of a year. The results in Fig.
1 also demonstrates the relative strength and consistency
of DeepSurv as compared to both the CoxPH and RSF
performing near of a random baseline model at early relapse
onset predictions.

TABLE I
C-INDEX AND BRIER SCORE COMPARISON

Model Concordance Index Integrated Brier Score
DeepSurv 0.89 0.04
RSF 0.84 0.07
CoxPH 0.73 0.16
Baseline 0.5 0.25

Further inspection of the model, we computed the whole
survival curve of the group using Kaplan-Meir method
and measured the prediction error when compared to the
prediction of DeepSurv, CoxPH, Random Survival Forest.
Fig. 2 shows how the errors are distributed, a negative error
implies that the model underestimated survival probability
prediction, on the contrary a positive error value indicates
that the model overestimated its prediction. Our results show
that CoxPH consistently underestimates the prediction with
its negative error mean and distribution spread as compared
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Fig. 2. Prediction MSE spread comparison

Fig. 3. Comparison of predictions for a given randomly selected patient
with a relapse onset at 173 days.

to DeepSurv and RSF. This implies that CoxPH predicts
patients to be more at risk for relapse as oppose to DeepSurv
and RSF. Among the models, DeepSurv has shown to be
consistent in predicting relapse of patients with minimal error
without overestimating or underestimating the prediction.

Lastly, Fig 3. shows an example resulting survival curve
prediction of the three models using a patient’s lifelog fea-
tures. DeepSurv shows a steep decline on day 173 indicating
that the patient has a greater likelihood of relapse for that
day. RSF shows an optimistic prediction that the patient
has higher chance of not having a relapse with the survival
probability staying above 0.5. On the other hand, CoxPH
demonstrates a more conservative prediction with steeper
chances of surviving as the days progress for the patient.

V. CONCLUSIONS

In this paper, we tackled the problem of predicting a
patients likelihood of depression relapse through the use of
their personal activity lifelog data using survival analysis and
have shown that DeepSurv performed the better in terms of
predicting survival probabilities of relapse occurrences.

The study does have limitations, for instance, daily activity
behaviours of people are greatly affected by their geography
and culture and as such the model might not be able to
generalize predictions for other patient populations. In future
works, we aim to utilize models that are able take into
account fine-grain changes in longitudinal data as well as
properly model sequences such as LSTM’s. In the long run,
the goal is to develop a alerting and intervention system for

patients given their predicted risk through the monitoring
of their daily activity lifelog and the results shown here is a
step towards demonstrating the feasibility of deploying these
kinds of application.
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