
  

 

Abstract— This work examines the utility of Speech 

Enhancement (SE) in estimating autism severity in children 

based on audio recordings of clinical sessions. We implemented a 

DNN-based algorithm using U-Net model to perform SE in 204 

Autism Diagnostic Observation Schedule (ADOS) session 

recordings. This approach provided performance gain in terms 

of Signal-to-Noise Ratio (SNR) in the recordings and preserved a 

good performance in estimating autism severity with reduced 

overfitting. 

 
Clinical Relevance— This work shows that the use of SE 

method based on U-Net architecture has the potential to improve 

automatic estimation of autism severity. 

I. INTRODUCTION 

Autism Spectrum Disorder (ASD) is characterized, among 
others, by speech abnormalities, which potentially carry 
important diagnostic information. We currently developing a 
system for ASD severity estimation in children. This system is 
based on the analysis of audio recordings of clinical 
assessments using the Autism Diagnostic Observation 
Schedule (ADOS) [1]. The ADOS recording room includes 
noisy devices such as a server computer and an air 
conditioner. The noisy clinical environment may affect the 
characteristics of the speech signal and can pose a challenge to 
the system. Therefore, we utilized Speech Enhancement (SE) 
algorithm to reduce the impact of background noises on the 
system and examine the utility of SE on the system's 
performance. 

II. METHODS 

In this work, we implemented a DNN-based SE algorithm 
using U-Net architecture [2], a Convolutional Neural Network 
(CNN) that as well applied to audio source separation [3]. We 
used recordings of 226 ADOS sessions that were performed at 
the National Autism Research Center of Israel, Soroka 
University Medical Center (SUMC). The sessions are ~40 
minutes long and recorded at a sampling rate of 44.1 kHz 
(downsampled to 16 kHz) with a single microphone (CHM99, 
AKG, Vienna) which was located 1-2 meters from the child 
and connected to a sound card (US-16x08, TASCAM, 
California). The U-Net model was first trained on 10 hours 
training set of clean speech signals from LibriSpeech [4] 
dataset with White Gaussian Noise (WGN). Following this, 
we used the trained model and additional 2.5 hours of clean 
speech signals with background noises from 22 ADOS session 
recordings to perform transfer learning. 
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III. RESULTS 

We analyzed the SNR in the recordings before and after 
performing SE. The results were obtained from the remaining 
204 ADOS recordings and are shown in Fig 1. 

 

 

Figure 1.  SNR in all speech segments (left) and child segments (right) in 

the recording before and after performing SE using the U-Net model. 

After extracting 48 features from 140 recordings, in which 
there are at least 50 child’s speech segments, we trained and 
tested our ASD severity estimation system detailed in [1] and 
analyzed the RMSE and correlation of the train and test set. 
The results are shown in Table I. 

TABLE I.  RMSE AND CORRELATION IN TRAIN AND TEST SET 

Recording Set RMSE R 

Original 
Train 4.975 ± 0.180 (4.975) 0.804 ± 0.017 (0.804) 

Test 6.182 ± 0.679 (6.279) 0.640 ± 0.096 (0.638) 

U-Net 
Train 5.504 ± 0.368 (5.448) 0.772 ± 0.020 (0.772) 

Test 6.461 ± 0.658 (6.475) 0.612 ± 0.098 (0.611) 

IV. DISCUSSION & CONCLUSION 

The results show that the U-Net model provides 
significantly improved SNR along with a good performance 
of the ASD severity estimation system. In addition, the results 
indicate that SE using U-Net model produces less overfitting 
in the system, as the difference of RMSE score in train and 
test sets reduced after performing SE (p-value<0.0001). We 
suggest that this method for SE may increase signal quality, 
especially in distant microphone recordings of ADOS 
sessions, reduce the effect of background noises, and can lead 
to improvement in autism severity estimation. 
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