
  

  

Abstract— Segmentation of the tooth region is essential in the 

dental field to aid clinical diagnosis and make an appropriate 

surgical plan. However, this process is very tedious, challenging, 

and time-consuming. To address this problem, we propose a self-

attention U-Net (SANet) for the fully automated tooth 

segmentation on panoramic dental X-ray images. Experimental 

results show that the SANet achieves higher performance than 

the baseline segmentation method. 

I. INTRODUCTION 

Accurate tooth segmentation is an important process in the 
dental field to aid clinical diagnosis and make an appropriate 
surgical plan. However, tooth segmentation mostly depends on 
manual or semi-automatic interactive segmentation by experts, 
which is very tedious, challenging and time-consuming, and it 
involves prior clinical knowledge. 

In this study, we propose a self-attention U-Net (SANet) for 
the fully automated tooth segmentation on panoramic dental 
X-ray images. 

 

 

 

 

 

 

 

 

II. METHODS 

Network Architecture. The proposed network 
architecture, described in Fig. 1, was inspired by vanilla U-Net 
[1] and self-attention modules [2], which consisted of encoder, 
decoder parts, position and channel attention modules to 
predict the segmentation mask. We embedded the self-
attention modules after the last encoder layer for adaptively 
integrating high-level local features with their global 
dependencies.  

Training setup. The proposed network was trained for 300 
epochs with a mini-batch size of 32. Data augmentation was 
performed with rotation(−30° −  30°), translation shift(0 −
10%), and zoom(0 − 10%). Soft dice loss was adopted for 
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the multi-class segmentation. To train models, we employed 
Adam optimizer with learning rate of 10−4. 

Experimental setup. In this study, we used a total of 499 
panoramic X-ray images for network training and testing. The 
ground truths were annotated by an expert. The number of 
training, validation, and test sets was randomly split into 300, 
100, and 99 images, respectively. We used precision (PR), 
recall (RC), and dice similarity coefficient (DSC) for 
evaluating performance.  

TABLE I.  COMPARISION OF SEGMENTATION PERFORMANCE 

Models DSC PR RC 

Simple UNet 0.924±0.01 0.911±0.02 0.944±0.02 

SANet 0.928±0.01 0.921±0.02 0.942±0.02 

DSC, dice similarity coefficient; PR, precision; RC, recall.  

 

 
 

 

 

 

 

 

 
 

 

 

 

III. RESULTS & CONCLUSION 

We compared the performance of SANet with simple U-Net. 

The experimental results show that SANet achieves higher 

performance than simple U-Net (Table 1). Fig. 2 shows the 

representative segmentation results of SANet and simple U-

Net. Experimental results demonstrate that SANet can obtain 

superior performance for tooth segmentation on panoramic 

X-ray images. 
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Figure 2)  Examples of ground truth and segmentation results 

(a) Original Image 

(b) Ground Truth 

(c) SANet 

(d) Simple UNet 
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Figure 1)  SANet deep network architecture 
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